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Abstract

According to most analysts, the era of extensive growth in the telecommunications market has almost
finished. The ongoing competition between leading telecommunications companies is bringing the problem
of developing a rational telecommunications policy to the forefront.

The ever-changing telecommunications market, subscribers’ preferences, the expanding variety of
services, the need for updating user data, the inadequate efficiency of the existing systems to form exact
subscriber definitions demonstrate the need for more flexible tariff methods and policy. In spite of Russian
and foreign scientists taking into consideration the pricing problems in forming tariff plans, the main
accent is placed on price formation according to the profits either of the whole telecommunications field or
company expenses in most attempts. The problem of differentiation of tariff plan characteristics with the
purpose of subscribers’ preference calculations has not been sufficiently explored. Moreover, the structural
problems of tariff plans, where phone subscribers’ preferences should be taken into consideration, and the
whole tariff policy, in which formation of the entire complex of existent and prospective tariff plans should
be taken into consideration, have not been properly researched. For solving these problems, we have offered
a model of forming telecommunications company tariff policy using methods of intellectual data analysis
and taking into consideration discovered preferences of subscribers and investors.
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Introduction

ntil now the telecommunications services mar-
ket has been growing rapidly both around the
world and in Russia. The first commercial mo-
bile communications appeared in Russia only in 1991

(NMT 450 and GSM standards) [1], however in 2007
3G, and in 2012 4G technologies were introduced. The
history of mobile communications development before
2007 is associated primarily with voice communication.
However, active development of the data transmission
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market with Internet access started with 3G technology
and mobile phones. The main limits on development of
the mobile communications market are technical and the
high prices for network development of data transmission.

However, these days the level of mobile communica-
tions development in Russia has reached the technical
level of development of the advanced countries, and this
has happened in a shorter period of time than in other
countries around the world. The number of subscribers
using mobile communications in Russia has grown 80
times over 11 years, from 2000 till 2011 [2] (Figure I).
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Fig. 1. Dynamics of growth
in Russia’s mobile communications subscriber base

Source: Analytical reviews of AC&M Consulting, 2004 — 2012

Nowadays the telecommunications services market
is one of the main sectors critically important for many
fields of the Russian economy and the functioning of the
State. According to J’son & Partners Consulting, the total
value of the Russian telecommunications field was 1.28
trillion rubles in 2014 [3]. According to preliminary re-
sults of growth in this field in 2015 presented by TMT
Consulting in a report entitled “Russian telecommunica-

tion market in 2015—20207, the value of the telecommu-
nications market is going to reach 1.67 trillion rubles [4].

The rate of profit growth was 2.1% in 2015, which is
a bit higher than the rate in 2014 (1.7%) (Figure 2). The
reasons for minimal growth of the market rate was the
substantial profit increase from TV paid services: 21.3%
in 2015 in comparison with 6.9% in 2014. Taking into
consideration that the penetration of pay TV was 71% at
the end of 2015 and the growth of user numbers was also
small, less than 4%, at the same time that it had been 9%
in 2014, the high profit growth may be explained only
by the increase of tariffs. As a result, the average invoice
for one subscriber has increased 14% to 151 rubles over
a year.

The rate of exchange growth in payments for some
inter-operational services has had a positive effect: 4%
growth. At the same time, the rate of mobile communi-
cations growth decreased by 0.7% in 2015, internet ac-
cess by 0.9%. All of that happened when mobile com-
munications was 58 % in the telecommunications field in
2014, meaning more than half of the profits of the field.
Internet access was 11%, paid TV and interoperational
services — only 4% each.

At the same time, statistics claim that 1.8 million sub-
scribers have reduced phone services in 2015. Although
new services came in the place of the traditional tele-
phone and in future, it is going to be demanded, how-
ever, according TMT Consulting prognosis, its volume
falls from 45% in 2015 to 34% in 2020. In the next 5
years, TMT Consulting predicts a decrease in the rate of
growth of the Russian telecommunications market. The
average growth will be 1.3% in 2015—-2020 (CAGR).
Profit growth from Internet access and other services is
going to be offset by the reduction of voice communica-
tion profits in fixed as well as in mobile communications

[4].
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Fig. 2. The structure of the telecoms market
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The expenses for equipment and software are the most
important budgetary items in the whole structure of
expenses in the telecommunications field. The part of
decisions built on the basis of imported equipment and
software constitutes more than 80% of total volume of
consumption. Due to ruble devaluation, ruble cost of
main expenses is increasing, which is very negative for
the financial stability of telecommunications services
market players. Undoubtedly, in this situation compa-
nies that can afford not to make considerable short-term
investments will have profited.

Although the analysts of J’son Partners Conculting
[3] give a “stable” prognosis for the telecommunica-
tions field, they stress that in the near future we should
expect a decline in profits from voice services, an in-
crease of expenses for currency debt payment and po-
tential problems connected with the holding of the
same level of main expenses. An uneasy situation is
getting worse because the era of extensive growth of
telecommunications services is almost over and the
competition between the main market players is getting
stronger. It is especially caused by the appearance of
new players (like Tele2) implementing a very aggressive
marketing policy on the telecommunications market in
Moscow and its region.

1. Tariff policy as part of a telecommunications
company’s marketing policy

The main elements of the mobile communications
market are the subscriber, the mobile operator, tariff
plan and mobile communications network. The sub-
scriber is actually a SIM-card (Subscriber Identification
Module), which doesn’t belong completely to a mobile
communication device and in fact can be used by one
person or a group of people it although it is registered
to private individuals and corporate entities. The mobile
operator is a company, which offers mobile communica-
tions services for both private and corporate clients with
a contract (tariff plan). It extends the area of mobile
communications coverage and improves its functioning.
The mobile communications network is a set of stations,
which forms a coverage zone. Any subscriber has an op-
portunity to be registered in a mobile communications
network of any operator [5].

The tariff plan is a form of a commercial offer for mo-
bile communications services from the company of the
operator to the subscriber. It contains not only prices but
also the structure of possible traffic usage and various ju-
ridical information regulating the relationship between
the operator and the subscriber. Without doubt, price is
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the main part in the agreement. The tariff is the price,
which the client pays for an item, for all service fields.

The important metric characterizing commercial ef-
ficiency of a telecommunications company is ARPU
(Average Revenue Per User) [6]. This metric allows us
to understand how much money on average a subscriber
spends during the service period. This index can be cal-
culated if the whole profit is divided by the number of
active subscribers. According to TMT Consulting [4], an
increase of the subscriber base size by 10 million is pre-
dicted in 2015, however, a decrease has been determined
for all mobile communications major operators in 2015
(Q3) in comparison with the Q3 2014 ARPU (Figure 3).

Mobile operators

Tele2 | 227
| 242
. | 330
VimpelCom Ltd. | 336
318
Megafon l | 334
| 341
MTS | 358
0 100 200 300 400

[ ] 20t5y.34q) [] 2014y.34q)

Fig. 3. ARPU of federal Russian mabile operators (rubles)

The decrease in growth is continuing also in wide-
band access to the Internet. The illustration that the
market is fully served not only in cities but also in towns
is the growth of 3% in private user numbers — almost the
same increase has been seen in the profits of the com-
panies. ARPU growth is difficult in highly competitive
conditions and also because of the tendency to package
services (Internet + Internet TV + TV + phone). The
result of increased profit and loyalty from a subscriber
is a fact that the subscriber pays less for each part of the
package than when he or she got it one by one.

The analysts of all telecommunications companies
stress that for the last several years there has been signifi-
cant decrease in consumer loyalty as seen in the outflow
of subscribers. In this situation, company managements
came to the conclusion that to be competitive when
forming the tariff policy they need to take into consid-
eration subscriber prefers instead of forcing them to get
new tariff plans which are more interesting for compa-
nies by any means. In this situation, we can also talk
about the increase of tariffs.



INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS

When forming tariff policy at telecommunications
companies, one of the main conditions is the firm strat-
egy. Among the main strategies of the service field are
keeping stability on the market, enlarging the market,
maximizing profits and forming the image of an elite
service provider. For a major telecommunications com-
pany in a condition of oligopoly rivalry when extensive
growth is almost over, the most preferred strategy is profit
maximization. Within the context of strategy implemen-
tation, the most difficult parts are correct calculation of
the demand for a company service, expense appraisal of
the telecommunication service, segmentation of the tar-
get audience and customer preferences.

An important part of marketing policy in a telecom-
munications company, which is developing its strategy of
prices [7], is the tariff and price policy. We can point out
several ways of price formation strategy: premium and
defense price strategy, depletion and penetration strat-
egy, price differentiation and balancing strategy. Thus, in
2007 MegaFon applied a price break strategy. Dumping
of market prices increased their subscriber base and ex-
panded the market but as a result, competition became
more acute between the telecommunications compa-
nies. At present, using the urgent repayment strategy,
Tele2 is rapidly increasing its share of the market, first in
the regions, and since 2015 in Moscow and the Moscow
region. This strategy has been continually used by Tele2
for entering the telecommunications market.

The strategy of forming different prices for the same
product for different groups of customers or horizontal
price differentiation is fairly widespread in the telecom-
munications field. This method of differentiation sup-
poses the discovery of customer specialties and taking
them into consideration when forming price policy.

The methods of intellectual data analysis by which
you can find out latent patterns in subscriber activity by

monitoring personal and consumer characteristics of
subscribers are used in practice to understand customer
preferences. The methods of intellectual data analysis
are used during analysis of the consumer communica-
tions service market but their use is fragmentary and
has an unsystematic character. During consumer cluster
analysis for discovering a group of customers who have
the same consumer characteristics, as a rule, the quan-
tity of clusters comes from expert thoughts and tasks [8].
The sets of researching consumer and personal charac-
teristics are often created intuitively based on common
sense. In a situation of crisis, with ruble devaluation, dif-
ficult access to foreign capital and the fall of purchasing
power, it is very important for telecommunications com-
panies to find potential points of growth and to optimize
their business.

2. Moscow telecommunications
services market

Changes in the Moscow telecommunications servic-
es market are characterized by the same process as the
whole telecommunications field. The worldwide trend
of falling consumption of voice communications and
SMS influenced very visibly changing profit volume
earned in this field in 2014. According to J’son & Part-
ners Consulting [3], beginning in Q2 2014 a decrease of
profit volume was ascertained in the Moscow telecom-
munications services market compared with the same
periods in 2013. The trend remained consistent for the
first quarter of 2015 (Figure 4).

This is the result of the saturation of the Moscow tel-
ecommunications market, i.e. all possible clients have
gained access to mobile service. But as shown in Figure
5, the consumer base is growing. This can be explained
by each individual getting a greater number of SIM-
cards.
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Fig. 4. Profit volume of Moscow telecommunications services in comparison with the previous year
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Fig. 5. Moscow telecommunications market volume in comparison with the previous year
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It is believed that the number of consumers is contin-
ually growing and when the 5G network is introduced
to the market the number of consumers can rapidly in-
crease. The main reason is a special technical develop-
ment. Previously one customer used one SIM-card and
that was enough. These days the quantity of actively used
devices per person is increasing. The arrival on the tele-
communications market of the fifth generation network
and development of the field with M2M (Machine to
machine) and IoT (Internet of things), characterized by
smart electronic equipment interconnected with the In-
ternet — can practically move situation to rapid growth
in consumer numbers [9]. At the same time, consum-
er growth is not going to influence the growth of profit
volume. New equipment, especially from the IoT field,
is characterized by extremely low traffic consumption,
and M2M devices can be used without any telecommu-
nications operator. This allows us to reach a conclusion
about important rapid change of the whole telecommu-
nications services market and its function. From this
standpoint, the most competitive players of the market
will be companies that not only have new technolo-
gies, but also develop a tariff policy based on consumer
preferences. All of this makes it necessary to use a com-
bined approach to improving the existing mechanisms
of forming a rational tariff policy in telecommunications
companies and developing informational and logical
shaping of the tariff policy model on the basis of intel-
lectual analysis and mathematical modeling.

3. A model for forming the tariff policy
of telecommunications companies

As a rule, company managers of the “big three” (Bee-
line, MegaFon, MTS) are guided by similar things when
forming new tariff plans: their own active tariff plan, the
tariff plans of competitors, their relationship with busi-
ness partners, by strategic purposes of the company and
investors’ preferences, by consumer preferences and the
actions of the State regulating this field. Less importance
is assigned to consumer preferences. At this moment,
there is no strictly objective methodology for forming
the whole policy and new tariff plans in Russian tele-
communications companies. This situation is the result
of the manifold nature and complexity of the given task
[10].

The consumer telecommunications base accounts
for more than dozens of millions of customers. It can
be extended without attracting new individuals but in-
creasing the quantity of electronic devices, which are the
channels of consumption served by a mobile operator. In
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this situation, the use of methods pointing to work with
one customer is irrational because the creation of each
consumer operated model is going to be more expen-
sive eventually than its use. Thus, it is more effective to
create models, which take into consideration the prefer-
ences not only of one group of consumers, but also of
those who have the same characteristics and consumer
profiles. In addition, when creating new tariff plans, it
is important to take into consideration consumer pref-
erences, which have similar consumer profiles and the
demands formulated by investors in relation to the time
intervals at which profit should be maximized [11].

In order to form a consumer profile, it is necessary to
create a set of indicators, which together allow you to
identify consumer preferences. This set consists of:

4 the different traffic types by consumption volume:
voice communications, text messaging, Internet access,
additional services;

4 call direction: incoming and outgoing connections;

4 the operator of the called consumer: inside the net-
work, competing mobile operator, municipal phone
number;

4 called consumers’ geography: home network, long-
distance call, international call;

4 calling consumers’ geography: home region, roam-
ing in Russia and abroad.

As has been shown in the set above, only indicators
calculated in natural units (minutes, megabytes, goods)
are used for forming consumer profiles, and in the same
way, no social and demographic characteristics are taken
into consideration because as the consumer isn’t seen as
an individual but as a SIM-card. It is very useful to ap-
ply a cluster algorithm, for example, the method of self-
organized cards by Kohonen [12].

The price characteristics of tariff plans are used for
forming groups of tariff plans. Using the total charge
for every consumer and total traffic, it is possible to get
the real cost for each consumer product of all custom-
ers for every tariff plan. Offering a method for forming
tariff plan cost characteristics is the main difference of
this research compared to other works where the nomi-
nal declared traffic cost of each consumer is used. Be-
cause there is a possibility of multicollinearity of the ini-
tial price indexes (rubles per minute, per megabyte, per
unit) when characterizing each tariff plan one should
use stable, latent factors obtained, for example, with the
main component method for emerging tariff plan groups
on the basis of these price characteristics. Moreover, on
the basis of these independent factors using the clus-
ter analysis method it is possible to identify tariff plan

11
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groups which have similar characteristics and those
mainly different between them.

The present paper analyzes the influence of the com-
pany tariff policy on the profit from its business. For
estimating the company profit, we propose to use cli-
ent life-time value (CLV), which shows the discounting
profit from the customer for all the time used for con-
suming the company service [13]. CLV indicators also
describe the satisfaction of the customer with the com-
pany and allow one to take into consideration the part
of consumer flow-out during the analyzed period [14].

The results of customer cluster and tariff plans can be
tabled which is matrix where on the lines there are con-
sumer clusters, characterizing consumer profiles, on the
columns there are groups of tariff plans. There are CLV
indexes of consumer cluster for each group of tariff plan
(Table 1) in the cells on the lines and column crossing,
where:

k,e K, i=1, ..., I — consuming profiles of mobile com-
pany’s subscriber clusters;

K — set of the all subscriber profiles;

D€ P,j=1, ..., J— clusters of the tariffs having similar
price characteristics;

CLVI./,— client life-time value, i=1, ..., I;j=1, ..., J.
Table 1.

CVL cluster subscriber
for each group of tariff plans

Subscriber Group of tariff plans

clusters P, D, p;
k, CLV, CLv, CLV,
k, CLV, CLv, CLV,
k. CLV, CLv, CLV,

The client life-time value can be calculated according
to the formula:

1y m 1 m—1
- r

CLV(1,)= GC(tS)-Zl (1-:d)'" _M(t‘)'z:iuT)'"“”s’ (1)

m

where 7 e T, s=1, ..., §— sub-periods defined by investors;
T — maximal planning period;

CLW(t ) — client life-time value till the moment ¢ ;

d — discount rate;

GC(t) — revenue from subscribers till the moment 7 ;
M(t ) — expenses on a subscriber till the moment ¢ ;

r— part of the subscribers outflow on period from 7 to £ ;
1, — the beginning of the planning moment.

Hypothesis. It is possible to suppose that in spite of the
same consumer profile subscribers who have chosen dif-
ferent tariffs and have different payment plans will bring
different long-term profit to the company. This directly
affects the summary period of consuming company ser-
vices by subscribers, i.e. this affects subscriber outflow.
By analyzing this matrix, it is possible to estimate which
groups of tariffs are most preferable for each subscriber
consuming profile, i.e. which tariffs group will have maxi-
mal CLV value till the moment 7 with a given consum-
ing profile. This will make it possible to make conclusions
about the expedience of transferring subscribers who have
a given consuming profile to tariffs for other groups.

Statement 1. Subscribers from the same cluster have
the same consumption behavior. It is supposed that when
subscribers who belong the same cluster are changed
from one tariff group to another then characteristics of
subscriber consumption are kept the same but income
and subscriber outflows are changed according to the
subscribers’ chosen tariff group characteristics. Possible
changes could only stimulate traffic consumption, be-
cause the tariff should match the subscriber’s consump-
tion profile. Therefore, by defining for each subscriber
consumption profile those groups of tariffs, which bring
the biggest profit it is possible to stimulate subscribers to
choose corresponding tariffs groups.

It is possible to reveal investors’ preferences based on
one of the decision making support methods of usage re-
sults They are characterized by part of voting shares v,,
which provides maximal profit in each planning period
a_. Partial preferences are calculated the following way:

S
Zas =1, a 20, )
s=1
where a, s =1, ..., § — part of voting shares which pro-
vides maximal profit for the planning period;

S — number of planning periods.

The criteria are: lobar rating of preferences of each in-
vestor by different period of profit maximization, also —
the rate of risk for the given period in three categories
(low, middle, high risks). Preferences discovery by profit
maximization periods including risks allows us to con-
sider interests of the investors more objectively.

For each investor, it is necessary to distribute his pref-
erences on each period S. with assessment by two crite-
ria: j; — lobar preference of profit maximisation for the
period s and f, — rate of the risk. Let Zp — set of values
or gradation of criteria fp , Z — set of values or grada-
tion of criteria /.. In this research, it is admitted that the
importance of criteria is distributed over the whole scale
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of measures evenly. The total number of investors is B,
b=1, ..., B. The type of criteria “folding” function is de-
fined as multiplicative, because this type of connection
is obvious for the value of risk and profit for the period:

F(f|W,S,b): j;;W;ph fr‘?h bl (3)

where w, and w,_are coefficients of importance of the
corresponding criteria (wp +w_= 1), with normalization
for each investor s

w
DS =
s=1

Ratios w, and w, are defined by the fraction of voting
shares of investors.

The general type of calculation a_ is described by the
following formula:

B
‘Zs = :E:(];b .~j;r;b .8, b / :E: (-f; sb s, b)
b=1

To calculate CLV with consideration of the “planning
horizon” (period of time which characterizes prefer-
ences of investors), it is necessary to split all planning
periods into sub- periods. Then for each sub-period and
subscriber consumption profile, you need to define the
optimal group of tariffs according to the formula:

M >Z(l+d)m05, 5)

C))

CLV, =GC(t,)- 2(1 T

where K — set of subscriber clusters consisting of / clusters,

keK,i=1, .., I— subscriber consumption profiles of
the telecommunications company;

P — set of clusters of tariffs, consisting of J clusters;

D€ P,j=1, ..., J — price characteristics of persistent

groups of tariffs;
T — maximal planning period of the tariff policy, con-
sisting of .§'sub-periods of different length;

teT,s=1,..,S8— sub-periods which are the defined
time period to calculate profit of the company (the value
of 7 is defined by investors);

cLv.. i=1,.,Lj=1,..,

[

time value;

J;s=1, ..., §—client life-
d — discount rate. In this article it is supposed that the
discount rate is the same for each month of planning.
Possible differences in the discount rate are not consid-
ered in this paper;
GC — revenue from subscribers;
M — costs of subscriber;
r — volume of outflow of subscribers.

For each subscriber consumption profile in a given
planning period there is a defined tariff group, which is
maximizing CLV according to the formula:
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= p, (maxCLV 1|k, P), (6)

where D€ P,j=1, ..., J — tariff groups having similar

price characteristics;

p, . € P —is a group of tariffs, which has maximal CLV
for subscriber cluster i at the period s;

keK,i=1, ..., I—subscriber clusters which have con-
sumption profiles of the mobile company;

K — set of all subscriber profiles;

teT,s= ., 8 — planning periods;

T — the Whole plannlng period;
maxCLV (t |k, P) —

1</
maximal client life-time value cluster , at the period 7,
from the whole set of tariffs groups P.

Statement 2. It is considered that company is able to
stimulate subscribers to choose the tariff, which is the
best in terms of all his preferences based on real con-
sumption profile analysis. The influence of the mar-
keting policy of the company and the effectiveness of
marketing actions is not taken into consideration in this
work.

Statement 3. Costs of stimulating the subscriber to
move to a different tariff in this research is not taken into
consideration because the influence of marketing ac-
tions also is not taken into consideration.

The calculation of the planning profit of the telecom-
munications company on the whole planning period 7T'is
defined by the formula:

S 1
P(T)= ZZaS X Abon(k,)-CLV (T | k;,maxP,)),

s=1i=1

)

where P(T) — the profit of the mobile company on the
whole planning period T;

Abon (k;) — number of subscribers of k, subscriber con-
sumption cluster.

The profit of a telecommunications company on any
sub-period of planning can be calculated in the same
way.

Conclusion

Analysis of telecommunications services conditions
has shown that the market is in the state of complet-
ing extensive growth. The existing methods of telecom-
munications company policy need improving. We offer
a way to make a model for forming the telecommuni-
cations company tariff policy, taking into considera-
tion subscribers’ and investors’ preferences and giving a
chance to rationalize tariff policy formation. m
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Abstract

The term “non-conventional” project or “project with non-conventional cash flows” was introduced
into economic literature after the internal rate of return (IRR) was shown to have multiple values or not exist
at all in some projects. A project is considered to be conventional if it has only one change in the cash flow
sign, no matter whether minus to plus or vice versa. A conventional project has a unique IRR. However,
not all projects with a multiple sign change in cash flow are non-conventional, i.e. have problems with IRR
determination. To ascertain the project type, the generally accepted approach recommends investigating
monotony of the net present value (NPV) depending on the discount rate in order to find out how many
IRRs the project has. On the other hand, neither the monotony of the NPV function nor a unique IRR
guarantee that the project is conventional. The IRR is known to be a rate of return for a conventional
investment project rather than a non-conventional project. Moreover, it was shown that the rate of return of
a non-conventional project cannot be determined within the framework of the NPV method, and therefore
the concept of profitability cannot be formulated. The recently proposed generalized net present value
(GNPV) method allows us to determine the rate of return of a non-conventional project.

This paper presents a method to determine the rate of return for an investment project of any type
and proves that in the case of a conventional project the rate of return is the IRR, while in the case of a
non-conventional project it is the generalized internal rate of return (GIRR). The necessary and sufficient
conditions of conventional and non-conventional projects have been formulated.

Key words: conventional investment project, non-conventional investment project, internal rate of return,
net present value, generalized net present value.
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Introduction if its cash flows have only one change in sign, no matter
whether minus to plus or plus to minus [1, 2]. Accord-
ing to this definition, all projects with cash flows hav-
ing multiple changes in sign are automatically referred
to as non-conventional projects. However, this cannot

be justified from the methodological point of view: mul-

he term “non-conventional” / “non-normal”
project or “project with non-conventional cash
flows” was introduced in economic literature af-

ter it had been discovered that the internal rate of return

(IRR) could not be used to assess project effectiveness
(i.e. the IRR is not the rate of return of a project in the
classic sense). A project is considered to be conventional

16

tiple changes in sign are a property (necessary condi-
tion) of non-conventional projects, but not a definition
(attribute) allowing us to clearly differentiate between
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conventional and non-conventional projects. In order
to determine the project type, the generally accepted
approach recommends considering the property of the
function NPW(r): its monotony and existence of a multi-
ple-valued /RR or absence of an /RR. However, neither
monotony of the function NPW(r) nor the unique real-
valued /RR is an attribute of a conventional project. This
proposition is refuted by Gronchi [3] when describing a
project with the following cash flows: (—100, 270, —270,
170). This project has a monotonically decreasing func-
tion NPV(r), a unique real value /RR = 70%, but is not a
conventional project'.

A sufficient condition is considered to be an attribute
in logic and mathematics. Among the researchers who
formulated a sufficient condition of a conventional
project are de Faro & Soares [4], Soper [5], Gronchi
[3], Cannaday et al. [6], Bussey & Eschenbach [7], Tei-
chroew et al. [8], Bernhard [9], Hajdasinski [10], Hazen
[11], Beaves [12], Lohmann [13], Kulakov & Kulakova
[14]. The majority of economists consider the same sign
of the present (or future) value of a project at the rate
equal to the IRR to be a sufficient condition of a con-
ventional project [9—13]. Some economists believe that
the project type depends on the discount rate. For ex-
ample, Teichroew et al. [8] and Hazen [11] determine
project region changes of the discount rate for a non-
simple project, where the projects are termed as a pure
investment, mixed and pure financial regions. At the
same time, Magni supposes that by choosing a discount
rate in each period at discretion one can convert a con-
ventional project into a non-conventional one [15]. In
our opinion, this proposition is erroneous: the project
type should not depend on the discount rate. Besides,
the existence of different versions is based on the fact
that there is no mathematical definition of conventional
and non-conventional projects. To-date no criterion or
necessary and sufficient condition identifying a project
type has been formulated. This paper offers a solution to
the problem in question.

It has long been recognized that non-conventional
projects have problems with determination of the /RR
as the rate of return of a project. However, it is the im-
perfections of the NPV method that lie at the root of the
problems with the /RR [14, 16]. The rate of return of a
non-conventional project cannot be determined within
the framework of the NPV method. Generalization of
the NPV'to the GNPV by using different rates when at-

tracting and reinvesting funds instead of a single rate al-
lows us to resolve the problems with the NPV wrongly
attributed to the IRR. In the next section, we formulate
the mathematical formulae determining the rate of re-
turn for any project type, both conventional and non-
conventional, and we prove that in the case of a conven-
tional project the rate of return is the /RR, and in the
case of a non-conventional project it is the GIRR [17].
After that, we define and formulate the necessary and
sufficient condition for conventional and non-conven-
tional projects. In the fifth section, we present examples
of two types of projects with comments followed by con-
clusions.

1. Determination of the rate of return
of an investment project

Since the IRR is the rate of return of a convention-
al project, it is necessary to start with the definition of
the rate of return of an investment project. Bierman and
Smidt have suggested the following definition: “The in-
ternal rate of return of a conventional investment rep-
resents the highest rate of interest an investor could af-
ford to pay on debt without losing money if all funds
to finance the investment were borrowed and the loan
(principal and accrued interest) was repaid by applica-
tion of the cash proceeds from the investment as they
were earned” [18]. Based on this definition, the interest
rate on a loan can be determined as follows: “The loan
interest rate (rate of cost) represents the minimum rate
of return of an external project in which the borrowed
funds can be invested to generate sufficient income to
repay the loan with the accrued interest”.

In order to avoid excessive repetitions, we will con-
sider only investment projects. First, let us take a sim-
ple project consisting of only two cash flows: negative
CF,and positive CF,. As the initial cash flow is negative
(CF,<0), additional capital has to be raised to finance
the project. Suppose a loan §; = — CF, with an interest
rate r per period is granted. After a period, the loan with
the accrued interest will be equal to S, = S (1+ 7). The
rate r* at which the total amount of debt will be equal
to the income CF, is the rate of return of the investment
project S, (r*) = CF,, the rate r* being the highest inter-
est rate an investor can afford without a loss. We next
prove the proposition.

Proof: The function S,(r) monotonically increases as
the discount rate increases because

! The cash flow considered by Gronchi is a special case project: —A4, A (2+r), —A (2+r), A (1+r), where A is the
initial investment, and » = IRR. This project is non-conventional, because the present values changes sign:
PV,=A(1+n >0, PV,=-AQ+n+ A==—-A(1+r) <0, PV, =AQ2+r) — A=A+ >0, PV,=—A+ A=0.
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as,
dr

Indeed, for 6 >0 and r = r*+6 we have: S (r) — CF =
=8,(+n —-CF =S, (1+r*) + §,6 — CF, = 5,0 > 0.
QED. The debt will not be repaid.

Now let us consider an investment project containing
more than two cash flows. Let CF, be the project’s cash
flows in period 7, where i =0, 1, ... , N. Suppose that the
flows are formed at the beginning of every period. If the
project balance is negative in some period, a loan will be
borrowed to finance the project, and the resulting debt
(loan with accrued interest) is repaid at the beginning of
the next period. Payments on the current debt are made
from cash inflow or a new loan covering the previous
debt and outflow of this period. Thus, the debt balance
S in period / is determined as follows:

S, =—-CF,>0.

S ——CF.S = —CF,, +S8,(1+r) ifS; 20,
¢ T CF,, + S, if'S, <0,

i+l
i=0,..,N-1,

where r — an interest rate.

ey

Technically, the debt balance of the project corre-
sponds to the investment stream [11], the negative un-
recovered investment balance stream [7], the project
balance [8], the capital invested [13]. It should be noted
that no interest is charged on the negative debt balance.
The rate »* at which the debt will be repaid at the end of
the project S, (#*) = 0 is the rate of return of the project.
Let us prove that r* is the highest and unique rate. We
will calculate a derivative of the debt balance for every
period from the beginning to the end of the project. In
period 1 we have:

as,

— =5,=—CF,>0.

In period i:
9B (Ccpis, 1+m)=5,,.
dr dr

Let the debt balance be positive in every period from 0
to i-1, and negative in period i.
As 8§, =—CF+S,_,(1+r)<0 then §,, =-CF,

i+1 + Sf'
Let us calculate a derivative of the debt balance in
period i+1:

dSi-H _ﬁ _ __d _ _
0 _a’r( CE+1+S,.)_dr( CF+S_(1+r)=58_>0.

By calculating the debt balance derivative for subse-
quent periods until the end of the project, we will obtain
as, d

dr  dr

(- CF, +8,_,(1+r)=8y_,>0.

18

Therefore, the debt balance S, (r). is a monotonically
increasing function of an interest rate r; so if the equa-
tion S, () = 0 has a solution, then the solution is unique.
For a solution to exist, the sum of all cash flows has to be
positive, in which case the debt balance at a zero interest
rate will be negative.

N
Sy(0)==YCF, <0

i=0
(Corollary of the Intermediate Value Theorem).
Thus, the definition of the rate of return of an invest-
ment project is as follows: Let CF, where i =0, 1, ..., N

be the project’s cash flows. If there exists a rate »* such
that —1 <r*<e and the following conditions hold:

S, =-CF, Q.1
—CF,+S,(1+rif S, 20,

= i=0,..,N-1 (2.2

i+l {_ F;H_I_Si !fS,v<0,l LRRR) ( )

Sy () =0 (2.3)

then rate r*is the rate of return of the investment project.

The given definition is suitable for both conventional
and non-conventional projects. We can now go on to de-
fine a conventional project.

The definition of a conventional project: If the /RR
is the rate of return of an investment project, then the
project is conventional. The converse is also true: if the
project is conventional, the /RR is its rate of return.

Although the above definition is not new, it enables
us to formulate a necessary and sufficient condition for
the conventional project, namely: for the /RR to be the
rate of return of an investment project, it is necessary
and sufficient that all project present values discounted
by the IRR should be positive in every period except the
initial one.

2. Necessary and sufficient conditions signifying
that a given project is conventional
(the IRR is its rate of return)

2.1. Sufficient condition

Let CF, be project’s cash flows, where CF, < 0 and

2XCF, > 0,i=0,1, .., N If for Vi there exists
—1 <r<eo and the following conditions hold:
PV, >0, where 3.1
PV,
PV, =CF,,PV,=——=+CEF, 3.2)
1+r
NPV (r)= PV,(r)=0. 3.3)

Then the discount rate r is the rate of return of the
project and the project is conventional.

BUSINESS INFORMATICS No. 2(36) — 2016
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Proof: We will calculate a derivative of the present val-
ue with respect to the discount rate. The derivative of the
present value at time / with respect to rate ris equal to:

4PV, _dCR, oy
dr dr
daPy,_d PV,-H+CF[ (Vi 4PV 1
r dr\1+r 1+ dr )1+r
i=N-1,
Thus, if for Vi PV,,, > 0, then the derivative arv, <0,

dr
consequently the function PV, (r) monotonically

decreases as the rate r increases. Continuing the

calculation until time i = 0, we get M < 0. Thus,

the NPV(r) monotonically decreases as the discount rate
increases. Therefore, the equation NPV (IRR) = 0 can
have a single real root.

Note that r* from the equation S, (¥*) =0 (2.3) co-
incides with (is the same as) the /RR. It is evident that
S, (r¥) = =NPV (r*)(1+ r¥)". So, if NPV, (r*) = 0, then
S, (r*) = 0. Therefore, if conditions (3) are met, the /RR
is the project’s rate of return.

2.2. Necessary condition

Let CF be the project’s cash flows, where i=0, 1, ..., N
and the project’s IRR be its rate of return. Then we have

NPV (r¥) = 2 _0 and

Sy (r¥)==NPV (r*)(1+ r*)N =

Let us prove that for
Vi<N: §,(r¥)=0.
Proof: Let 3k # N for which S, (r*) <0 then:

S =—CF,+S8, =58y =
N : )
==Y CE(+r)"" = Sy ()= f(1+r5)").
izk
But then the equation S, (r*)=-NPV (r*)(1+r*)"
is wrong. Therefore, every S, should be positive.

The proof provided of a necessary condition perhaps is
not strict enough to define a non-conventional project.
Another proof can be found in [19].

The definition of a non-conventional project: Replac-
ing “is” with “is not” might seem logical: If the /RR is
not the rate of return of an investment project, then the
project is non-conventional. However, the /RR may not
exist either at all or in a given interval of the discount
rate range. This case will be considered in the next sec-

BUSINESS INFORMATICS No. 2(36) — 2016

tion of the paper. Let us now consider a case when the
IRR does exist.

Necessary and sufficient conditions signifying that a
given project is non-conventional:

Let us have a project with cash flows CF,, where
i=0, ..., N, N> 3 and the following conditions hold:

Iffor0<r<eedije N, ..., 1; (i#)) so that:
PV.20and PVj< 0, where

PV,

PV, =CF,, PV,=—"-+CF, PV,(r)=0 (5)
(1+7r)

Then the project is non-conventional.

The NPW(r) is a function of the Nth degree of the dis-
count rate ». However, the debt balance function S, (r)
will have the maximum power of » which is less than N
according to (4). Therefore, the rate r defined by condi-
tions (5) is not the rate of return.

The converse is also true: If 7*# IRR then 3 PV, < 0.

Proof: According to conditions NPV (IRR) = 0,
NPV(IRR)-(1+IRR)¥ =0, since IRR# -1. Let us assume
that for Vi PV, (IRR) > 0. Then

N
0=NPV(IRR)-(1+IRR)"= Y _F i IRR)=
= (1+ IRR)

N (6)
= CF,(1+IRR)"" =-S,(IRR)=0.
i=0
Butr*from (2) isnotequaltothe /RR, which meansthat
Sy (IRR) # 0; as a result, we have got a contradiction of
Jk for which PV, (IRR) <0.

Unfortunately, it is impossible to use this definition in
the case when the non-conventional project has no the
IRR. Nevertheless, the rate of return of the non-conven-
tional project does exist and can be defined in terms of
the GNPV method.

Generalizing the NPV
(the GNPV method)

Several researchers point out the advantages [16] and
even justify [17] the application the NPV method to
non-conventional projects. Kulakov and Kulakova [14]
have recently proposed the GNPV method, which gen-
eralizes the NPV method by using two discount rates (fi-
nance and reinvestment).

The GNPV function is determined by consistently dis-
counting cash flows from the end to the beginning of the
project. If the present value of the project in a certain
period is positive, we use the internal discount rate, oth-
erwise — the external one. The internal rate determines
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the cost of funding an investment, and the external rate

determines the return on the investment. The GNPV

function is determined as follows [14]:

PV, =CF, (6.1)
L ik,

(1+7r)

otherwise

>0,

(6.2)

%wLCE, wherei=N -1, ...,0;
| (I+p)

GNPV (r,p)= PV,

(6.3)

where CF, is the project’s cash flow in period i,
(i =N, .., 0); PV is the project’s present value in
period i; r and p are the internal and the external dis-
count rate, respectively.

To find the roots of the GNPV function it is necessary
to solve the equation:

GNPV (r,p)=0 (7)

The solution of this equation can be sought in the form
of r= r(p) or p = p(r) depending on the purpose of non-
conventional project evaluation. The GIRR is a rate of
return and represents the maximum interest rate on the
loan borrowed to finance the project, with the resulting
income of the current project used to repay the principal
amount and the accrued interest. The GIRR (p) is the
function of the reinvestment rate p. The GERR (r) is a
rate of cost and represents the minimum rate of return of
an external project in which the borrowed funds can be
invested to generate sufficient income to repay the loan
with the accrued interest.

The systems of the equations (2) are equivalent to
(6-7) if rate p is equal to 0.
3. Discussion
Let us consider several projects using the above approach.

3.1. A project
(cash flows change sign more than once)

Let us consider a project with cash flows having multi-
ple changes in sign (7able ).

Table 1.
A conventional project
Period 0 1 2 3
Cash flows -100.0 1117 -90.0 120.0
NPV at r =20% 0.0 120.0 10.0 120.0
GNPV(r, 0) 0.0 120.0 10.0 120.0

20

Although the cash flows change sign more than once,
the project's /RR is unique and equal to 20%. As all
project present values are positive in every period except
the initial one, the project is conventional.

The highest loan interest rate »* at which the project
income covers the loan and accrued interests without
loss is 20% per year (Table 2). Therefore r* is the rate
of return of the project. The IRR is equal to r*, so the
project is conventional.

Table 2.
Cash flow statement
(the loan interest rate is 20%)
Period 0 1 2 3
Operating 0 91.7 -1.7 | 100.0
Interest payments 0 -20.0 =17 -20.0
Cash received from project 0 117 0 120.0
Investing -100 0 -90.0
Cash paid to project -100 0 -90.0
Financing 100 -91.7 | 91.7
Borrowing loan 100 0 91.7
Loan repayment 0 =917 0 -100.0
Debt balance 100 8.3 100.0 0.0

3.2. Two similar projects of different type

Let us consider two similar projects (7able 3, Table 4),
which have the same changes in sign and cash flows in
every period except the last one.

Table 3.
A conventional project
Period 0 1 2 3
Cash flows -100.0 120.0 -100.0 120.0
NPV at r = 20% 0.0 120.0 0.0 120.0
GNPV (r, 0) 0.0 120.0 0.0 120.0

The project’s IRR is unique and equal to 20%. As all
project present values are not negative in every period,
the project is conventional.

Table 4.
A non-conventional project
Period 0 1 2 3
Cash flows -100.0 120.0 -100.0 110.0
NPV atr=15.7% 0.0 115.7 -49 110.0
GNPV (15,4%, 0) 0.0 115.4 -4.6 110.0

The IRR of the project is equal to 15.73%. The present
value in period 2 is negative therefore the project is non-
conventional. 7able 5 presents the calculation of the high-
est loan interest rate »* at which the project income covers

BUSINESS INFORMATICS No. 2(36) — 2016



INFORMATION SYSTEMS AND TECHNOLOGIES IN BUSINESS

the loan and accrued interests without loss. As the rate »*is
15.4% and is not equal to the /RR, the project is non-con-
ventional. While the GIRR(0) = 15.4% is the same as r*.
Table 5.
Cash flow statement (loan interest rate is 15.4%)

Period 0 1 2 3
Operating 0 104.6 0.0 95.4
Interest payments 0 -15.4 0.0 -14.6
Cash received from project 0 120.0 0 110.0
Investing -100 0 -100 0
Cash paid to project -100 0 -100 0
Financing 100 | -100.0 | 95.4 | -95.4
Borrowing loan 100 0 95.4 0
Loan repayment 0 -100.0 0 -954
Debt balance 100 0 95.4 0

3.3. A project without IRR

Let us consider a non-conventional project without an
IRR (Table 6).
Table 6.
A non-conventional project without an IRR

Period 0 1 3

Cash flows -100.0 195.0 -100.0
NPV at r = -5% (no the /RR) 55 89.7 -100.0
GNPV (-5%,0) 0.0 95.0 -100.0

As the project does not have an /RR, it is non-con-
ventional.
Table 7.
Cash flow statement (the loan interest rate is -5%)

The loan interest rate 7* at which the project income
covers the project outflows is —5% (Table 7). Therefore
r*isthe rate of return of the project. An /RR does not ex-
ist, while the GIRR(0) = —5% is the same as r*.

Conclusion

Generally, all projects with cash flows having multi-
ple changes in sign are referred to as non-conventional
projects. That is just a property, but not a definition of
a non-conventional project. Most economists consider
the same sign of the present (or future) value of a project
at the rate equal to the /RR to be a sufficient condition
(attribute) of a conventional project. However, the de-
termination of conventional and non-conventional
projects has not been formulated yet.

It is known that non-conventional projects have prob-
lems with determination of /RR (a multiple-valued
IRR or no real-valued /RR at all). On the other hand,
if a project has a single /RR, this does not mean that
the project in question is conventional. The IRR for a
conventional project is its rate of return. Therefore, it
is logical to conclude with a definition that the project
is conventional if the /RR is the rate of return, and con-
versely, if the /RR is not the rate of return, the project is
non-conventional. However, the rate of return of a non-
conventional project cannot be determined within the
framework of the NPV method. Generalization of the
NPVto the GNPV by using two different rates when at-
tracting and reinvesting funds instead of a single rate al-
lows us to determine the rate of return of a non-conven-
tional project.

Period 0 1 2 This paper presents a mathematical determination of
Operating 0 200.0 0 the rate of return for an investment project of any type
Interest payments 0 50 0 and proves that in the case of a conventional project
Cash received from project 0 195.0 0 the rate of return is the /RR, while in the case of a non-
Investing _100 0 _100 conventional project it is the GIRR. The necessary and
e e 100 0 300 sufficient conditions of the conventional and non-con-
Financin 100 100.0 0 ventional projects have been formulated. We hope that
- E: 0 ) . 0 application of the proposed methodology to investment

OrToNng “oan project profitability assessment will simplify calculation
S 0 —1000 0 processes and help to avoid possible errors resulting from
Debt balance 100 0 0 the imperfections of the NPV method. m
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AHHOTAIUA

[loHsATHE «HETUNMUYHBI», «<HECTAHAAPTHBII» MPOEKT WIKU «IPOEKT C HETUIMUYHBIMU JTEHEXKHBIMU MOTOKAMU»
BBEIECHO B 9KOHOMUYECKYIO JINTEPATYPY MOCIIE TOTO, KaK OBIJIO MOKA3aHO, YTO AJIsI HEKOTOPBIX TPOEKTOB BHYTPEHHSIS
HoMma aoxonHoctu (internal rate of return, IRR) MoxeT uMeTh HECKOIBKO 3HAUEHUI WJIM HE CYILIEeCTBOBATh BOBCE.
[IpoexkT cumTaercsi «TUMUYHBIM», €CIM eT0 IEHEXHBIN MOTOK TOJNBKO OMWH pa3 MEHSIET 3HaK, He3aBUCHUMO OT
HamnpasJIeHUs: C MMHYCa Ha IUTIOC WIX Hao00poT. TUMMYHBINA TPOEKT uMeeT ennHcTBeHHoe 3HaueHne IRR. OnHako
He BCE MPOEKTHl C MHOTOKPAaTHBIM M3MEHEHUEM 3HaKa NEHEXKHOTO TIOTOKA SIBIISIIOTCS «HETUITMYHBIMU», T.€. UMEIOT
npobsemsl ¢ onpeneinecHueM IRR. IToatomy Teopusi peKOMeHAyeT IS ONpeaeeHUsT TUIMa MPOoeKTa UCCIea0BaTh
3aBUCUMOCTb (DYHKIIMU YUCTOTO TUCKOHTUPOBAHHOTO aoxoaa (net present value, NPV) oT craBku TUCKOHTUPOBAHUS
Ha MOHOTOHHOCTb C LeJIBIO BBISIBIIEHUSI MHOXeCcTBeHHOCTH 1t otcyTcTBUsI IRR. C npyroii cropoHbl, MOHOTOHHOCTD
NPV u enviHc BeHHOoe 3HaueHre IRR He rapaHTUpYIOT TOTO, YTO MPOEKT TUIIMYHBINA. bojee Toro, 6b110 MoKa3aHo,
YTO JOXOTHOCTh HETUITMYHOTO TIPOeKTa B pamMKax noaxona NPV He MoxeT ObITh orpeneneHa, a, CleqoBaTelbHO, 1
MOHSATUE JOXOMHOCTU HE MOXET OBbITh c(hopMyaupoBaHo. HemaBHO ObUT TpemiokeH MeTol 00O0OIIEHHON YMCTOM
npuBeneHHO# ctomMocTH (generalized net present value, GNPV), Ha ocHOBe KOTOpPOTO MOXET OBITh paccuMTaHa
TIOXOIHOCTb «HETUMTUYHOTO» MPOEKTA.

B manHoOIi crathe chOpMyTUPOBAHO MOHSATHE TOXOMHOCTH UISI MHBECTUIIMOHHOIO IPOEKTa JII0OOro TUIIA
JloKa3zaHa ee TOXIECTBEHHOCTh 0000IIEHHON BHYTpeHHEe HopMe moxomHocTu (generalized internal rate of return,
GIRR), BoiTekawmieir u3 Meroga GNPV. [laercs onpeneneHue u GpopMyJIUpPYIOTCS HEOOXOAMMOE U JOCTAaTOYHOE
YCJIOBUSI TAITUYHOTO ¥ HETUIMTMYHOTO MPOEKTa.
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Abstract

The article proposes a concept of reference models for automated budgeting systems designed to
highlight the cross-subject area between information technologies and budgeting theory. The paper
identifies methods of automation of budgeting systems, their reference elements and interaction with the
organization budgeting system. In particular, the extension of functionality of spreadsheets, the development
of functionality of ERP-systems, customized development of automated budgeting systems, task-oriented
budgeting systems and systems available within the “software as a services” (SaaS) model are considered as
the main approaches to budgeting automation.

Reference models are taken to mean models of automated budgeting systems which describe the
information system configuration for certain sectors or types of production, i.e. a meta description based on
which a specific system can be configured and implemented.

For description of a reference model, such documents as a directory of budget items grouped within
the analytical dimensions, album of forms (including data entry forms and report forms), as well as
passport of algorithms, which describes methods of calculation of budget accounts are proposed to be
used. This documentation covers three main areas within which the information systems are designed,
namely, design of data objects, design of screen forms and reports, and record of the technology being
used.

Reference models of the budgeting systems enable consulting companies to formalize and systematize
the project experience to achieve a competitive position through reduction of terms and enhancement of the
system integration.

Key words: corporate planning, budgeting, automated budgeting system, business performance management,
system implementation, reference model, consolidation, analysis, OLAP, industry features.
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Introduction eting system comprises a significant amount of financial,
natural and quality metrics and accounts [1]. Therefore,
the concept “corporate planning and budgeting” is of-
ten used on the same basis as the term “budgeting”. The

for organizations relating to big business, and it | concept of corporate planning and budgeting originated
continues to gain popularity among medium-sized com- | abroad and was borrowed by the domestic budgeting and
panies. As a rule, the area covered by the modern budg- | management accounting practices.

urrently budgeting technology has become an
indispensable element of management systems
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Planning and budgeting represent a system of more
important accounts describing the organizational sta-
tus at a given time. Moreover, budgeting makes it pos-
sible to reflect both the enterprise state in real time (ac-
tual), and the target state for a certain time in the future
(plan, forecast). Furthermore, budgeting opens up his-
torical data, i.e. actual values of the historic budget ac-
counts.

Budgeting reflects the state of the entire organiza-
tion that is required for the top management. It also
enables us to set benchmarks for mid-level managers.
Therefore, the budget items represent aggregative ac-
counts, without inherent itemization at the opera-
tional management level, but sufficient to describe all
high-priority elements in terms of the management
system. However, despite a relatively low level of ac-
counts breakdown, operational budgeting, collection
and consolidation of data across the organization (es-
pecially in respect to a holding company consisting of
multiple, often geographically dispersed organizational
units), and especially business analysis turn out to be
impossible without automation of the budgeting system
[2, 3].

1. Automation specifics
of the budgeting system

Automation of the budgeting system is an important
issue, one of the key elements of the information sup-
port system (system complex) for corporate and strate-
gic management [4]. It allows us to achieve a synergis-
tic effect of the consolidated information space, all of
which greatly enhances business analysis and planning
capabilities. This is due to the fact that in the budgeting
process of large organizations up to several tens of thou-
sands of budget accounts are used. They are introduced
in several versions for different reporting periods (years,
quarters, months, etc.), according to different scenarios
by a variety of organization units and affiliates. In other
words, in the course of the budget process a significant
amount of data is generated. It is analyzed and processed
by means of classical spreadsheets, and this is extremely
nonproductive, as noted in most of the studies on this is-
sue, for example, in papers [2, 5—7]. Analysis of research
in the area of approaches to automation of the budget-
ing systems enables us to identify the following groups
of solutions:

4 automation by extending the functionality of
spreadsheets via macros (e.g., table editor MS Excel and
VBA);

BUSINESS INFORMATICS No. 2(36) — 2016

4+ extension (improvement) of functionality of ERP
systems (e.g., SAP R/3, 1C: Enterprise, MS Dynamics
AX, and others);

4 automated budgeting system developed by company
IT department or a contractor;

4 customized application issued by the software com-
pany (for example, Oracle Hyperion Planning, SAP
BPC and others);

4 customized application provided by software com-
panies using the SaaS model (software as a service) (Or-
acle PBCS, IBM Cognos TM1 on Cloud et al.).

The automated budgeting systems included in each of
the above groups have their own advantages and disad-
vantages. Therefore, the company management making
decisions on implementation of one or another option
is tasked with searching for an optimum relationship of
functionality, reliability, risks, time and cost of the im-
plementation. An extended analysis of this issue is pre-
sented, for example, in paper [8]. The following key
characteristics of approaches to automation of the budg-
eting systems can be highlighted:

<> Extension of functionality of the spreadsheets is the
lowest cost option per totality of factors, such as user
training, license cost, qualification and services cost of
IT specialists. However, such solutions have the lowest
functionality, performance and reliability. It is worth
noting that the maintenance of such a solution is ex-
tremely labor-intensive, considering the need to make
changes to hundreds of separate documents.

<> Improvement of functionality of the ERP system is
characterized by an average cost through reduction of
expenditures connected with purchasing new licenses
and retraining specialists. However, the functionality
and performance of this solution are significantly lim-
ited, because the systems of this class were originally de-
veloped to solve another scope of tasks, namely, opera-
tional accounting and management tasks.

< The customized automated budgeting system
(unique system) is characterized by high cost and labor
content (if the system is developed by its own IT depart-
ment), as well as risks in implementation and mainte-
nance. Theoretically, systems of this kind should cover
the company needs in functionality as much as possible,
but for that to be so a staff of highly qualified IT special-
ists and methodologies providing for their development
and support has to be maintained. In addition, high time
expenditures are required to put such systems into com-
mercial operation in comparison with the purpose-built
solutions. In addition, performance comparable to the
solutions of software companies can fail.
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<> Task-oriented systems a priori have broad func-
tionality and high performance, as they were originally
designed specifically for budgeting tasks. In addition,
software producers from one version to another extend
the system capabilities, increase system stability and re-
liability, drawing on feedback of the system integrators
and companies which have implemented and are us-
ing this system. Systems of this group generally have a
wide range of tools of integration with solutions of other
classes: a software company often offers a broad range
of its products with seamless interaction. The relatively
high cost of implementation of such solutions and the
need for user training can be identified as negative fac-
tors.

<> Task-oriented systems using the SaaS model of
large software producers tend to have a similar, though
slightly lower functionality as compared to classical
task-oriented budgeting systems. For smaller software
companies, such systems could serve as a main product.
The systems of this class are cheaper than the classical
purpose-built solutions, due to the fact that the infra-
structure and technical support are transferred to the
software developer, and the licenses are purchased via a
subscription model. This segment is offered primarily to
medium-sized business.

From the foregoing, it follows that there is a wide
range of methods of budgeting automation and pro-
viding solutions. However, from the perspective of
implementation, task-oriented budget-
ing systems based on information on-line analytical
processing technology (OLAP) [5] are in fact an au-
tomation standard for planning and budgeting systems
of big business; this term was introduced by B. Codd
in 1993 [9]. Thus, according to Gartner research, for a
market of corporate performance management (CPM)
class systems, which include budgeting systems, such
software giants like SAP, Oracle and IBM have become
absolute leaders. Their products (both classical appli-
cations, and SAS) are based on OLAP technology [10].

The unconditional dominance of OLAP in budgeting
automation is explained by the fact that this technol-
ogy is perfectly suited to collection and consolidation
of large volumes of data from various sources, providing
an analytical slice with minimal processing time, rep-
resenting information in a data structure accessible for
understanding and analysis by users, and so on [11]. This
functionality is present in all major automated budgeting

technical

systems.
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2. Reference automated
budgeting systems

The market of automated corporate planning and
budgeting systems is mature and highly competitive
[10]. At the same time, business competition is ob-
served not only among software companies, but also
among consulting companies specializing in imple-
mentation of this class of systems. The remarkable
thing is that one and the same integrator company can
often automate budgeting systems by software products
of different vendors.

The following factors may act as a competitive ad-
vantage in the system integration market:

e price of implementation of the information system,;

e reputation of the integrator company, which can be
expressed in a large number of successfully completed
projects implementing automated budgeting systems,
including in the industry sector relevant to the cus-
tomer;

e partner status of the software company (usually
there are several ratings: platinum partner, gold part-
ner, etc.);

e duration of the life cycle of automated budgeting
systems after implementation: if after a few budget
cycles the system was taken out of service and was re-
placed by another solution, this is evidence of negative
integration results.

However, the factors listed above for the domes-
tic market are often depreciated due to overrepresen-
tation of the companies involved in this market for a
long time. These integrators already have a high part-
ner status of vendors and large project experience. This
narrows the range of price changes due to the fact that
the major part of the design prime cost is made up of
payroll budget of the advice-givers who can move freely
among competitive companies, so that a reduction of
wages leads to a loss of specialists.

Consequently, competition among integrators goes
into the plane of quality and time of implementation.
For time- and quality-based competition, many con-
sulting companies offer reference automated budget-
ing systems — pre-configured versions of the budget-
ing system, implemented by a product of one vendor
and positioned as solutions for a particular industry
sector. It is assumed that such an information system
meets the basic business needs, so after deployment
on servers all that is left to do is to bring it into line
with the company’s budget model. However, such so-
lutions are most often either very common (only de-
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scribe the framework of master budgets), or based on
only one successful project and can be irrelevant to a
specific industry as a whole. In addition, in this ap-
proach a potential customer is limited by the choice of
the software product of one specific vendor. This may
motivate cancellation of implementation, especially if
the entire information infrastructure of the organiza-
tion has been built based on solutions of another soft-
ware company, so that a seamless integration becomes
impossible.

3. Assumptions to formation
of the reference model
of automated budgeting system

A significant role in formation of marketing automa-
tion standards is played by consulting companies [12,
13], which develop their practice in accordance with
the customer’s demands. This is embodied both in the
form and in the content of the budgeting systems. Most
often the budget system itself is subject to changes, and
the area of automation is also extended or narrowed
down. This leads to the fact that the automation task of
the budgeting process is limited to methodology adap-
tation and its implementation in an information system
based on OLAP technology, using a product of one of
the software companies. Therefore, in terms of auto-
mation, in general, the budgeting system can be repre-
sented in the form of one or more data cubes (multi-di-
mensional representation of budget accounts grouped
into analytical dimensions), a set of report forms and
calculation algorithms. Based on this abstraction, a
concept of reference models of the automated budg-
eting systems may be proposed. The reference models
are taken to mean models of the automated systems,
which describe the “information system configuration
for certain industries or types of production”, i.e., meta
description, on which basis configuration and imple-
mentation of a particular system can be accomplished
[14].

The reference model (meta description) does not have
most of the disadvantages specific to the reference solu-
tion (specific automated information system), because
it is not linked to a particular software product; it is
built on the basis of analysis and synthesis of industry
specifics drawing on information from various sources
(project documentation, industry standards etc.). It is
also an intermediate link between the budgeting proce-
dure and the implemented information system. Let us
consider the assumptions of forming the concept of the
reference model of automated budgeting systems.
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It is obvious that a set of budget items grouped within
dimensions of data cubes (for example, the dimension
of periods may include January, February, March, first
quarter, etc., and dimension of scenarios — budget, ac-
tual, and forecast) is primary for any automated budget-
ing system. Definite sets of budget items form slices”
that are presented in the form of input of primary data
for users and “mappings” to load data from other sys-
tems (e.g., the actual data for the elapsed periods can be
loaded from the accounting systems). The input data is
processed by certain algorithms and transferred to other
analytical slices (groups of budget accounts) which are
made available to users in the form of reporting forms.
For example, the Profit and Losses (P&L) budget con-
solidated per the company corporate divisions may be
formed on the basis of budgetary assumptions entered in
the input forms by the users.

The system of budget items should describe all im-
portant company accounts at a microeconomic level,
as well as some macroeconomic measures. These items
are directly or indirectly embodied in three consoli-
dated budgets of the company (master budgets): Cash
Flow (CF), Profit and Losses (P&L) and Balance. Mas-
ter budgets are generated on the basis of more detailed
budgets, which can be divided into two groups — opera-
tional and financial [15].

In the course of the budget process, any company, ir-
respective of the industry sector, needs to get three mas-
ter budgets (in some cases, it may be limited to develop-
ing only P&L or CF). It is obvious that many accounts
and dimensions of the budgeting system are universal in
some degree. Thus, time periods, budget scenarios, ver-
sions, types of data (depending on the source - manual
entry, import, calculation etc.), budget items (revenues,
expenses, EBITDA and others) organizational struc-
ture, internal and external contracting parties, exchange
rates can be referred to as universal dimensions. These
dimensions are necessary to describe any complicated
economic system in competitive market conditions that
corresponds to the conceptual budgeting framework.
[16] As a natural result, a similar set of dimensions is a
mandatory (not variable-based) component of the task-
oriented budgeting systems, such as, for example, Ora-
cle Hyperion Planning.

The remarkable thing is that the level of detail and
structure of the dimensions noted above are mainly
determined by company managerial decision and the
budgeting methodology adopted at the company, as
well as non-industry specifics. The exception is the
dimensions of items and organizational structure. On
frequent occasions, it is the industrial sector in which
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the company operates that defines the organizational
structure of the grouping of its business units. At the
same time, as a general rule the company assets or any
other units on which the planning is implemented, can
be broken down by types of activity which determine
the list of primary budgets and a set of their constitu-
ent items. For example, electric power holding compa-
nies can include generating and sales assets; oil and gas
companies can include upstream, supply and process-
ing; and retail trade can include trade outlets.

The item dimensions for most companies include a
hierarchy of accounts conventional for budgeting. For
example, the balance sheet incorporates assets, as-
sets incorporate current and non-current assets; non-
current assets are divided into fixed assets, intangible
assets, etc. The industry sector specifics usually show
up in the low-level items breakdown. For example,
the item “Supplies” in the balance sheet of an elec-
tric power holding company will include coal, fuel oil,
etc., while the automaker’s reserves include finished
products and in-progress inventory. The general rule
is that this dimension includes groups of items of the
inventory balance of resources and engineering-and-
economical performance. These items depend heav-
ily on business specifics, while they owe their existence
to industry standards and formats of the state statisti-
cal reporting. With regard to the foregoing, the great-
est part of measures breaking down the budget items is
provided by their removal into separate cube dimen-
sions, which often represent the directions of activities
and products. For example, for a car dealer the item
“Revenues from sales” can be broken down by type of
“Auto sales” activity, and the quality of products can be
represented by car and motor trucks, with appropriate
model details.

A similar approach is applied to measure business
units. As a rule, additional analytic areas (alterna-
tive hierarchies) are introduced, thereby allowing us
to group the company data in the context of market
outlets (for example, “Russia”, “neighboring coun-
tries”, “overseas countries”, etc.), types of organiza-
tional units (for example, subsidiaries, joint ventures),
projects, etc.

It is worth noting the impact of the regulator repre-
sented by the state on the models of company automat-
ed budgeting systems. A particularly striking example
of this impact is taxation: it generates items which are
taken into account when calculating the master budget
accounts and are used to prepare different variations
of budget versions. It can be both items required for
any business (VAT, income tax), and specific for cer-
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tain industry sectors, such as mineral extraction tax
(MET) for the mining sector (this item can occupy a
significant share of business expenditures). These items
are generally calculated (the algorithm is automated).
Thus, business can analyze the tax effect on the com-
pany in the long term based on the assumptions. This
group of measures usually falls within the analytical di-
rection of items or assumptions.

4. Reference models
of automated
budgeting systems

In the foregoing, consideration was given to gen-
eral assumptions of forming budget items for the ref-
erence model of an automated budgeting system. As
noted above, the measure sets or groups predetermine
the structure of budget forms (budgets). In so doing,
rules for item calculations result from their titles, and
the algorithms correspond to the financial theory (e.g.
EBITDA), or are taken directly from the industry (for
example, for the measure “Well water cut, %” for the
oil and gas sector).

Based on the above, let us produce a list of docu-
ments corresponding to the concept of a reference
model of automated budgeting systems and enabling us
to define it. The model can be described by the follow-
ing documents:

4 directory of budget items grouped under the ana-
Iytical measures. The location of the items in the areas
(hierarchy relations) and their properties should not be
contrary to OLAP principles;

4 album of forms: the document should present data
entry forms and report forms (budgets). The album
rows, columns and analytical slice are built based on
the item directory;

4 passport of algorithms: the passport describes al-
gorithms for calculating budget accounts (the accounts
must also comply with the directory), and it also pro-
vides data processing rules.

It is true that the proposed documentation describes
data input in the OLAP-cube, as well as data process-
ing and reporting. It covers three main areas in which
information systems are designed, i.e. design of data
objects, design of screen forms and reports, the ac-
count of specific technology [14].

We can thus proceed to the issue of usefulness and
approach to the implementation of the solution. Inte-
grator companies can become beneficiaries of the pro-
posed concept application, for which the presence of
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the reference model of the automated system can be
used as a competitive position.

Let us consider the process of developing the refer-
ence model of the automated budgeting system. No
doubt, the development of such a solution calls on the
integrator to have highly qualified specialists repre-
sented by methodologists having a deep knowledge in
the area of budgeting and management accounts, IT
specialists (analysts, advice-givers, software research-
ers), as well as wide project experience in various in-
dustries. The remarkable thing is that project experi-
ence is represented not only in the form of specialist
knowledge, but also in the form of documentation ob-
tained in the course of implementation of the systems
in organizations of various industries. As a rule, the
integrator company has a large amount of documents,
including information applicable to the development
of item directories, albums of forms and passports
of algorithms. A reference model can be synthesized
based on the analysis of this documentation and in-
dustrial literature (including scientific literature).
Based on expert analysis, specialists need to compare
the hierarchical directories and on their basis design
new analytical dimensions. In this case the depth of
breakdown of certain groups of measures must be de-
termined by a degree of entropy: if a certain group of
measures has great variability in different companies,
it is recommended to give up a few levels of break-
down, since the presence of items in the model un-
clear to most customers will not give a positive result.

The model building process cannot be substantially
automated, and cannot be implemented by a mathe-
matical tool. This is due to the fact that the titles of
budget items in the database of analyzed solutions of
different companies can vary widely and be in different

languages (especially if a sample for analysis is based on
international experience). The level of nesting and de-
scending relations may also differ; in addition, in dif-
ferent projects certain directories can be spread across
different analytical areas. As a consequence, the auto-
matic development of calculation rules based on such
initial data seems to be even less probable. It follows
that the need for semantic analysis and comparison of
items distributed in different structures, as well as as-
sessment of their significance makes it impossible to
present algorithms for model construction procedures
due to the extremely high complexity and uncertainty
of the analysis criteria.

Conclusion

The concept proposed in this paper makes it possible
to identify, formalize and systematize the industry sec-
tor specifics in the form of a reference model of an au-
tomated budgeting system based on project experience
and documentation, as well as the industry and general
budgeting theory.

The reference model can become a starting point
for project work on implementation of the automated
budgeting system. Firstly, it allows a potential customer
to show the integrator company what exists in budget-
ing automation in his industry sector. Secondly, based
on the model, a system display stand can be developed
(the specific software product can vary depending on the
buyer requests), which uses the forms and measures fa-
miliar to the customer. Thirdly, the presence of a ready-
made solution can be a starting point for development
of a real system that makes it possible to avoid a number
of system design errors, reduce the implementation time
and increase its quality, all of which fully interest the
commercial client and integrator company. B
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KoHuenuusa TMNoBbIX Moeneil aBTOMaTU3UPOBAHHbBIX
cUCTeM NNIaHMPOBaHUA U OIOJXKETUPOBaAHUSA
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AHHOTALUA

B crartbe mpemioxeHa KOHLEILMS TUIIOBBIX MOJENEH aBTOMATU3MPOBAHHBIX CHUCTEM OIOMKETUPOBAHUSI,
KOTOpasi IpHU3BaHa OCBETUTh MEXIUCUUIUIMHAPHYIO 00JacTh MeXIy HMH(MOPMALMOHHBIMM TEXHOJOTUSIMU U
Teopueii OlomKeTupoBaHusi. B paboTe BbISIBIEHBI CITOCOOBI aBTOMATU3ALIMU CUCTEM OIOIKETUPOBAHUSI, UX TUITIOBbIS
3JIEMEHTHI ¥ B3aMMOCBSI3b C OIOMKETHOM CUCTEMOM opraHu3anuu. B 4acTHOCTH, B KauecTBe OCHOBHBIX IMOIXOIOB
K aBTOMaTU3allMM OIOMKETUPOBAHUSI PACCMOTPEHBI paciivpeHre (PYHKIMOHAIBHOCTH 3JIEKTPOHHBIX TaOJIuII,
pasButie (GyHKunoHaabHOCTH ERP-cuctem, pa3paboTka aBTOMATM3MPOBAHHBIX CUCTEM OIOMKETUPOBAHMUS IO
3aKa3, CrelraIu3ipOBaHHbIE CUCTEMBI OIOIKETMPOBAHMS U CHCTEMBI, TOCTYIIHbIE B paMKax MOIEIH «software as a
service» (SaaS).

[Mox TUMIOBBIMM MOIEISIMM TTOHMMAIOTCS MOIEIN aBTOMAaTU3MPOBAHHBIX CUCTEM OIOMKETUPOBAHUS, KOTOPHIE
OIMKCHIBAIOT KOH(MUTYpaLMIO MHGOPMALIMOHHON CUCTEMBI JJIsl ONpeAeeHHBIX OTpacieil WK TUIIOB ITPOM3BOIACTBA,
TO €CTh METAOIMCaHe, HA OCHOBE KOTOPOT'O MOXET OCYIIECTBIISITHCS KOH(PUTYpUPOBaHUE U BHEAPEHE KOHKPETHOM
CHCTEMBI.

J171s1 onyicaHusI TUITOBOI MOMENN MPenjiaraeTcsl UCIoNIb30BaTh TaKKe JOKYMEHTHI, KaK CIIPABOYHMK OIOMKETHBIX
crareil, CrpylnnupoBaHHBIX B paMKaxX aHAJTUTUYECKUX U3MEPEHUil, abooM (opM (BKiItovasi GopMbl BBOIA TaHHBIX
M OTYETHBIE (POPMBI), a TaKKe IMAcCIOpT aJrOPUTMOB, B KOTOPOM OITMCHIBAIOTCS METONBI pacueTa OIOMKETHBIX
MmokazaTejicii. DTa MOKYMEHTAILIUSI OXBAaTbIBACcT TPU OCHOBHBIC OOJACTH, B paMKax KOTOPBIX ITPOCKTUPYIOTCS
MHGOPMALIMOHHBIE CUCTEMBI, — IIPOEKTUPOBaHIE OOBEKTOB JaHHBIX, IIPOEKTUPOBAHME SKPAHHBIX (POPM U OTYETOB
U YYET MIPUMEHSIEMOI TEXHOJOTUU.

Tunosble Moaenu cucrem GIO)I)KGTI/IpOBaHI/IH IIO3BOJIAIOT KOHCAJTUHIOBBIM KOMITAHUAM (bOpMaJ'II/BOBaTL 4
CUCTEMATU3UPOBATDH HpOEKTHI:IfI OIIBIT OJIA OOCTUMKEHUA KOHKYPCHTHOTIO MPEHMMYHIECTBA 3a CUYET COKpallCHMA
CPOKOB U ITOBBIIICHWA Ka4Y€CTBA CUCTEMHOM HWHTErpanuu.

KioueBbie ciioBa: KopropaTHBHOE IJIAaHMPOBaHUE, OI0IKETUPOBAaHUE, aBTOMATU3MPOBAHHAs CCTeMa OIOIXKETUPOBAHMSI,
yrpasieHue 3(p(heKTUBHOCTBIO OM3Heca, CUCTeMHAsl MHTETpaLivsl, TUTIOBast MOJEIb, KOHconuaanust, anamu3, OLAP,
oTpacJjeBasi crielduka.
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Abstract

Under current conditions, we see growth in demand for IT outsourcing services. This implies the
activation of design and construction processes for data processing centers (DPC). Since a DPC is a
complicated and expensive system, there arises the issue of justifying selection of the future project
based on the estimated costs of designing and operating data processing centers.

This paper analyzes one of the possible complexes of measures to estimate costs for development
and operation of data processing centers. The analysis identified main groups of capital cost in
development of data processing centers which were not fully taken into account in assessments of the
total volume of capital investments in previously proposed methods. The article proposes regression
models to evaluate processing center construction projects based on two measures. We propose to
estimate the capital cost as a function of the projected floor space of service platforms and projected
number of server racks. On the basis of the models developed, analysis of the construction sites of
processing data centers was conducted. This showed the model’s suitability to real data. The main
groups of operating costs for DPC maintenance were established, and a regression model of their
evaluation was proposed. Based on the regression equation, we propose to calculate the processing
center’s power consumption depending on the area of the service platform or the number of server
racks. The operating cost of the data processing center is determined by the power value. Analysis of
information on the operating cost of various data processing centers is in fairly good agreement with
the calculations obtained on the basis of the model developed.

The proposed models make it possible to evaluate with reasonable accuracy the project characteristics
of development and subsequent operation of a data processing center.

Key words: data processing center, regression model, construction, representativeness of the sample, cost
structure, operating costs, capital costs.
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Introduction

nder current conditions of market relations,

we see expansion of the tertiary industries sec-

tor along with an increase of the outsourcing
share. Services like IT outsourcing are becoming very
attractive. The main producers and suppliers of IT out-
sourcing services are modern data processing centers
(DPC), which provide a sufficiently wide range of dif-
ferent IT services for consumers. By using a DPC, the
customer can make effective administrative decisions
under conditions of limited abilities to attract financial
resources for development of the company’s own IT
infrastructure while finally ensuring a stable and break-
even point in the company’s business. Thus, it can be
assumed that the demand for IT outsourcing services
will be growing. Therefore, the task of developing tools
for pre-estimated costs to implement such expensive
and resource-intensive projects as development of data
processing centers becomes a subject of great current
interest.

The appearance and development of DPCs are di-
rectly linked to a multiple increase of processed and
stored information volumes, the need to ensure high op-
erational capability of mission-critical applications and
business continuity processes.

Based on the implemented functions and core re-
quirements for data processing objectives and process-
es, a DPC can be defined as a complex solution intend-
ed for high-performance and reliable data processing,
storage and transmission having a high operational ca-
pability. The solution also includes an engineering in-
frastructure comprising a significant share of costs both
in the course of the center’s establishment and opera-
tion, i.e. in the aggregate cost of the system’s owner-
ship. On the other hand, the DPC is a combination of
a large number of software and hardware platforms of
various kinds — servers, data storage networks, operat-
ing systems, workload management systems and data
backup built in according to specific business needs of
its owner.

Based on the high level of complexity of the data
processing system, it is necessary to select a set of meas-
ures for estimating costs on a reasonable basis which
may occur in the processing center’s development and
operational phases.

Similar problems have already been solved. The solu-
tion results are presented in papers [1—3]. In the solu-
tion, the indicated problems of foreign experience were
primarily considered. Let us consider the data relating to
national DPC development projects.
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1. Structure of cost
for DPC development

Analysis of papers [4—6] enables us to identify the fol-
lowing four main groups of capital costs:

1. Building construction. A high-quality DPC (begin-
ning with level Tier 3) should be located in a freestand-
ing building with special characteristics. For this reason,
the construction cost can differ from similar projects for
building storage premises. However, the building can
be taken on lease. In this case it should be brought into
compliance with all technical requirements.

2. Grid connection. Data processing centers are dis-
tinguished by large amounts of power consumption.
Therefore, they need a separate power input from the
power plant. If for level Tier 1 and 2 DPC one power
input line is sufficient, a Tier 3 DPC requires one ac-
tive and one standby power input line, and a Tier 4 DPC
needs two active lines.

3. Optical cable. It is important to note that every year
the server throughput capacity is growing. In this re-
gard, requirements for optical cables and their cost are
increasing. It is assumed that there is increased demand
for link capacity of communication lines (assuming an
increase by a factor of about 4).

4. DPC engineering systems. The cost of backup pow-
er supply, procurement of uninterruptible power sup-
plies, provision of the cooling system, raised floor, rout-
ing of electrical networks and purchase of equipment
(racks, etc.) can be referred to this article.

Having summarized the investigation results on the cost
structure [1, 7, 8], the following components of the data
processing center construction costs can be identified:

1. Building construction (~ 10-15%);

2. Grid connection (~ 20-25%);

3. Optical cable (~ 0-5%);

4. DPC engineering systems (~ 60-70%).

Capital costs are generally determined by DPC sur-
face area (associated with a number of racks) and Tier
level reliability. The data provided in article [9] makes
it possible to estimate the cost parameters for construc-
tion of the engineering infrastructure for a certain rep-
resentative project of a data processing center (Table I)
and evaluate the dependence of these parameters on the
DPC reliability level.

However, these costs do not fully reflect the total cap-
ital investment in building a DPC. If we take into ac-
count construction of additional premises required for
secured assurance of center operation reliability, the cost
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Table 1.
Cost of DPC

Cost of DPC construction

Tier Il level Tier Il level

Cost of 1m? of DPC

$13 941

Cost per rack
$34 852

Tier IV level

$10579

$25 767

$26 447 $64 417

of construction of 1 m? (main area) increases by a fac-
tor of 2.2, and costs per rack increase by a factor of 2.4.
The cost of 1 m? of one level Tier DPC construction can
vary significantly depending on the total surface area of
the center. In addition, the proposed evaluations do not
make it possible to extend this data to the DPC project
of another configuration and do not allow us to take the

construction region into account, which also has a sig-
nificant impact on the cost.

Therefore, estimation procedures based on the cost
detalization are untenable for project evaluation in the
initial phases.

2. Regression model of capital costs

All the cost components listed above are directly or
indirectly related to such characteristics of the data
processing center as the surface area or number of racks.
In this connection, it is reasonable to develop a model
which would enable us to conduct the project assess-
ment via these two measures.

To meet the target, data on 70 processing center con-
struction projects was collected in Russian for the period
from 2008 to 2014 (7able 2).

Table 2.

Original data sample for DPC construction project

Total area, | Area of service | Number of | Power, | Level,

Year

(H141] ‘ Project cost

m?

platform, m?

racks, pcs.

Tier

Irkutsk-Energosvyaz 2014 Irkutsk 2.5 bIn. Rub 10000 3200 1300 NIA 3
of Ch%?y"aeg[‘n”;lf?‘egl on | 2014 | Chelyabinsk 27 269 000 Rub 12000 NIA 1600 16 NIA
Mg}i?rgmggig%“h 2013 Tula an'l?;ggg“g{,'ﬁ{; NIA NIA NIA 08 | N
Gazprom Neft 2013 | St. Petersburg NIA NIA NIA NIA NIA 3
Irkutsk region 2013 Irkutsk 30 bin. Rub NIA NIA NIA 30 NIA
VimpelCom 2013 Yaroslavl 4 bin. Rub 15000 3000 1200 10 3
Rostelecom 2013 Moscow 30 min. US$ 11500 10000 NIA 40 3
Sibirtelecom 2012 Novosibirsk 70 min. Rub 215 NIA 60 3 NIA
Inoventica 2012 Vr'ggi‘g[‘]” 90 min. Rub 300 60 045 | 3
Rostelecom 2012 Stavropol NIA 280 250 20 NIA NIA
Electronic Moscow 2012 Moscow 114.5 min. Rub 530 250 93 1 NIA
Dataline 2012 Vladivostok NIA NIA 1000 509 NIA NIA
Transinfo 2012 Moscow NIA NIA 600 200 NIA NIA
I-Teco 2012 Krasnoyarsk NIA NIA 120 40 NIA NIA
kselereyt 2012 Moscow NIA NIA 580 200 NIA NIA
Stack 2012 Kazan $37 min NIA NIA 376 2,5 NIA
Stack 2012 Moscow NIA NIA 250 30 NIA NIA
Storedata 2012 Moscow NIA 250 125 30 0,3 NIA
Rostelecom 2012 Sochi 1bIn. Rub 2000 400 2 NIA NIA
Rostelecom 2012 Kaliningrad 33.5min. Rub NIA 150 20 0,1 NIA
Megafone 2012 Orenburg NIA NIA 270 110 NIA NIA
Fianco 2012 Krasnoyarsk NIA NIA 370 80 NIA NIA
Fianco 2012 | Ekaterinburg NIA NIA 56 12 NIA NIA
Inoventica 2012 Tatarstan NIA NIA 300 60 NIA NIA
Sberbank 2011 Moscow $1.2bin 16500 5000 1500 25 3
DataSpace 2011 Moscow $85min 6000 3000 1000 438 3
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Total area, | Area of service | Number of | Power, | Level,

Year (H141] ‘ Project cost

m? platform, m> | racks, pes. | MW Tier
Rostelecom 2011 Vladivostok 110 min. Rub 320 100 15 1.2 3
Yandex 2011 Moscow NIA 4500 NIA NIA 8 NIA
Linxdatacenter 2011 | St Petersburg 20 min. Euro 7500 NIA 250 NIA 3
KROK 2011 Moscow $100 min. 5000 2000 800 NIA 3
BSTelehouse 2011 Moscow NIA NIA 1000 75 NIA NIA
Selektel 2011 | St Petersburg NIA NIA 800 250 NIA NIA
Megafone 2011 Khabarovsk NIA NIA 390 50 NIA NIA
TEL-Hosting 2011 Moscow NIA NIA 350 60 NIA NIA
Permenergo 2011 Perm 14.6 min. Rub 44 34 14 0,06 NIA
Bank “Neiva” 2011 Ekaterinburg 6.9 min. Rub 34 25 4 0,04 NIA
OBIT 2011 | St. Petersburg 15 min. Rub 400 NIA 60 03 NIA
Bashneft 2011 Ufa 342.76 min. Rub 400 NIA NIA 0,56 3
QOversan Mercury 2010 Moscow 400 min. Rub 950 500 200 4 3
Oversan Luna 2010 Moscow NIA 120 50 0,5 NIA
Megaphone Samara 2010 Samara 930 min. Rub 6912 2400 720 8 3
MDM-bank 2010 Moscow 100 min. Rub 350 100 50 0,5
Miran 2010 | St Petersburg 80 min. Rub NIA NIA 100 35 3
Storedata 2010 Moscow 60 min. Rub NIA 250 100 1 NIA
Sibirtelecom 2009 Novosibirsk 124 min. Rub 900 300 70 15 3
General DataComm 2009 | St. Petersburg $5 min 2000 500 NIA NIA NIA
Komkor (Acad Telecom) | 2009 Moscow 400 min. Rub NIA NIA 140 NIA NIA
Dataline 2009 | MR Koo NCA + 217.5 min. NIA 2700 800 7 2
Dataline 2009 '\égﬁgfa“;; NCA + 122 min. Rub 1855 900 360 4 2
[T-park 2009 Kazan 3500 1000 294 5 3
Megafone (Synterra) 2009 Kazan 100 min. Rub 229,5 170 48 0,5 NIA
PiN Telecom 2009 | St. Petersburg 18 min. Rub 200 NIA 38 NIA NIA
ISG 2009 140 min. Rub 700 NIA 150 3 NIA
Trastinfo 2009 Moscow NCA + 176 min. Rub 3000 1600 800 6,4 NIA
OKB Progress 2009 Moscow NCA + 4 bin. Rub 480 480 100 NIA NIA
Infobox 2009 NCA +7.9 min. Rub NIA 600 NIA 25 NIA
Selektel 2009 Moscow 4.5-5min. US$ 500 300 80 NIA 2
Uralsvyazinform 2009 Ekaterinburg 300 min. Rub NIA 432 250 NIA NIA
Dataplanet 2009 Zelenograd NCA +9.8 min. Rub 170 160 40 0,3 NIA
Raduga -2 2009 | St. Petersburg NCA + 2.2 min. Rub NIA 60 20 NIA NIA
Rostelecom 2008 Ekaterinburg 10 min. Rub 155 100 36 NIA NIA
Troika Dialog 2008 Moscow $10 min 200 NIA NIA 05 NIA
Peter-Service 2008 $20 min 480 480 50 0,3 3
OBIT 2008 | St Petersburg | NCA+10.1 min. Rub 400 300 120 NIA 3
Selektel 2008 | St Petersburg | NCA +69.5 min. Rub 1500 700 200 2 2
YUTK 2008 320 min. Rub 1000 300 NIA 1,5 NIA
M1, Stack 2007 Moscow $15min 2500 NIA NIA NIA NIA
Tehnogorod 2007 Moscow NCA + 10 min. Rub 1500 NIA NIA 1 3
Karavan 2008 Moscow $7 min 1000 NIA NIA 2 NIA
Ixcellerate 2008 NIA 15000 6200 NIA NIA NIA
Zelenograd 2008 Zelenograd 3 bin. Rub 16000 14000 1215 21 3
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In some projects, the abbreviation NCA is seen in
the column “project cost”. This means that the project
cost has not been revealed by the company, but when
analyzing the data from the SPARK-Interfax system,
an increase in value of the noncurrent assets (NCA) to
include the specified amount can be found when con-
structing the data processing centers.

After collecting data on DPC construction projects, a
procedure of adjusting them to a single currency (in our
case the US dollar was selected) and prices of one year
(2013 was selected) was carried out. This has been done
using the price index for engines and equipment used in
construction.

Unfortunately, in some cases data on projects was in-
complete: for example, with the known cost of the con-
struction and area of engineering sites, the number of
racks was unknown. In such cases correlations identi-
fied in market research [8] and presented in Table 3 were
used for data recovery.

Table 3.
DPC market dynamics
in 2011-2016

‘ 2011 ‘ 2012 ‘ 2013 ‘ 2014 ‘ 2015 ‘ 2016

Racks, ‘000 units | 159 | 18.7 | 23.1 28.7 345
Area, ‘000 sq.m. | 528 | 626 | 84.6 | 103.7 | 121.8 | 146.8

Sq. m. / rack 3.3 3.3 3.7 3.6 3.5 3.5

22

After processing, the original sample regression mod-
els were constructed with breakdown across DPC con-
struction projects in Moscow and in the regions.

A planned DPC surface area (S) and planned number
of racks (N) were selected as independent variables.

Capital costs (CAPEX) across all projects in Russia
are determined by the following correlations:

1. CAPEX = —2856583 + 22136-S (in which case
R2?=0.72; P-value for the coefficient of variable S is
4.7E-11. P-value of free constant is 0.76). Low P-value
for the coefficient at variable S makes it possible to
predictably say that the construction cost of one square
meter (with a root-mean-square error of 2 339 dollars)
is in the range between 19 797 and 24 475 dollars. This
agrees with the expert assessments of 15—25,000 dol-
lars [10].

2. CAPEX = —3375063 + 78751 -N (in which case
R? = 0.8; P-value for the coefficient of variable N is
2.03E-13, P-value of free constant is 0.67). With a
root-mean-square error of the coefficient at N=, the
construction cost in terms of a rack is in the range from
71 994 to 85 508 dollars. Therefore, the obtained con-
struction cost of one rack is approximately 3.5 times
higher than the construction cost of one square meter
of DPC. This more or less equals the correlation ob-
tained from marketing research.

To refine the cost, separate regression models depend-
ing on DPC location can be constructed:

4+ Moscow: CAPEX Moscow = —2651754 +22612-S
or CAPEX_ Moscow = —3315038 + 73616-N;

4 Regions: CAPEX Regions = —8077885 + 26586-S
or CAPEX_ Regions =—6171183 + 95935-N.

Summarizing the construction of regressional
relationships and comparing the calculation results by a
model with real data, one may conclude that the model
rather suitably describes real data. Deviations of the es-
timated data from the averaged data for all selection of
values are shown in Table 4.

Table 4.
Geographical segmentation DPC construction cost
DPC location ‘ Moscow ‘ Regions ‘ Russia
Average cost of building 1 sq.m (aggregate CAPEX of sample / aggregate S) 19 686 22 890 22 291
Average cost of building 1 rack (aggregate CAPEX of sample / aggregate N) 62 080 85400 80 407
Unit cost of building 1 sg.m (regression) 22 612 26 586 22136
Unit cost of building 1 rack (regression) 73616 95935 78 751

Confidence interval — cost of building 1 sq.m (regression)

17 388 — 27 836 24153 -29019 19797 - 24 475

Confidence interval — cost of building 1 rack (regression)

59201 - 88 031 93 366 — 98 502 71994 — 85 508

Average surface area of DPC 1583 1041 1258
Average number of DPC racks 509 242 349
Deviation of construction cost of 1 sq.m 13% 14% -1%
Deviation of construction cost of 1 rack 16% 1% -2%
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A very interesting pattern can be derived from this ta-
ble: the cost of DPC construction per 1 sq.m (or 1 rack)
in Moscow is lower than in the regions by approximately
20%. This can be explained by the fact that the dimen-
sions of a statistically average Moscow DPC exceed
the dimensions of regional DPC by 80%, and with the
project scaling-up the unit cost significantly goes down
for each new rack or square meter.

These correlations can be used in evaluating the cost
in the initial construction phase, and in the cost estima-
tion for further development of the DPC, if it is foreseen.

Due to insufficient representativeness of the sample, it
turned out to be impossible to include such parameters
as Tier level and build time for the center in the regres-
sion model.

The impact of Tier level on the price of 1 sq.m can be
taken into account by multiplying the CAPEX value on
correction factor K, the values for which were obtained
based on Table I

Kt = 0.8 for level Tier 2; Kt = 1 for level Tier 3;
KTt = 1.8 for level Tier 4.

To take into account the price dynamics over time,
the research results presented in paper [11] can be used.
These show that the construction cost of 1 sq.m increas-
es by approximately 30% per year.

Thus, the DPC construction cost in year G is deter-
mined by the ratio:

CAPEX_,= CAPEX-KT-1.3(G2019),

3. Breakdown of DPC maintenance costs

Operating costs for DPC maintenance can be divided
into five main groups:

1. Payment for power consumption. In calculating this
parameter, one should rely not only on the value of kWh
consumed by racks, but take into account the power
consumption structure.

2. Rent of premises. This parameter depends heavily
on the geographical location of the DPC and vary with
time.

3. The payroll budget can depend heavily on the
processing centers, irrespective of the level of reliability,
on the basis of the operation continuity requirements.

4. Maintenance. The maintenance cost is determined
by the composition of the systems used.

5. Other costs: appreciation of equipment, processing
center insurance, etc.

Considering the research results of various companies,
significant differences in the structure of operating costs

of Russian and foreign processing centers should be not-
ed. In particular, the Russian market is characterized by
distribution of costs [1, 12, 13] presented in Table 5.

Table 5.
Structure of cost of Russian DPC composition

| Krok | I:’aot;' | CNews | I::::iu“:
for elgt?t¥{2§|n[t)ower 42% 25% 25% 42%
Rent of premises 9% 24% 20% 16%
Payroll budget 36% 40% 40% 35%
Maintenance 5% 11% - 7%
Other costs 8% - 15% 7%

American companies use a different structure of op-
erating costs [9]. The difference is due to a different
approach to clustering of costs subgroups among all
operating costs, as well as the specifics of the Russian
economy, in particular the wage gap, power cost and so
on. Nevertheless, in all research the DPC maintenance
cost includes expenses involved in electrical power (av-
erage 30%) and rent of premises. Typically, DPC main-
tenance cost also includes personnel costs and main-
tenance costs. Further articles of expense items for the
processing center operation can differ widely.

The operating costs can be derived from the capital
costs at the expense of such a key indicator as the DPC
power, and subsequently based on the DPC power and
power consumption costs.

From analysis of the power consumption structure in
various centers [9, 12], it is apparent that the IT equip-
ment used consumes about half of the power used by the
data processing center. This means that all DPC racks
consume power, and their cost is approximately 15% of
all operating costs. At the moment, most DPC suse 5 kW
racks for 42U, but the cost of 1 kWh of power in different
regions differs widely.

Thus, let us assume that the operating costs are di-
vided into five groups, each of which contributes to the
overall cost:

1. Payment for power consumption (~ 30-35%).
2. Rent of premises (~ 15-20%).

3. Payroll budget (~ 25-30%).

4. Maintenance (~ 10-15%).

5. Other costs: appreciation of equipment, insurance,
etc. (~ 10-15%).

To estimate the value of the operating costs, you can
use a regression model. Before we start developing it, we
have to highlight the main principles used to estimate
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these costs. Let us consider DPC power as a central vari-
able for calculation, because:

4 it can be quite accurately determined from the ini-
tially claimed technical characteristics (in particular,
number of racks and DPC surface area)

4 costs associated with the payment for electric power
are the most notable group of the operating costs.

Thus, let us introduce new variables to generate regres-
sion enabling us to estimate the structure of the operating
costs:

<> OPEX — operating costs within a year, dollar

<> M — DPC power, mW

<> ¢ — electrical power cost, doll./kW/h (different for
each region of Russia).

Let us consider the relationship between the power of
the processing center and its characteristics, having con-
structed appropriate regressions:

oM =-0.17797 + 0.01192-N (R? = 0.93, P-value for
the coefficient at N is 6.61E-16);

o M = 0.24135 + 0.002671-S (R? = 0.66, P-value for
the coefficient at S is 2.28E-07).

It is interesting that the specific power of each addi-
tional rack in DPC became 11.9 kW. Considering the
fact that in the power consumption structure in-house
equipment uses about 50% of all power, a generic rack in

42U has a power of 5 kW. This confirms the suitability of
the data obtained.

As is clear from the regressions obtained, it is better to
use the number of racks to assess the power. In assess-
ing capital costs, it was proposed to build separate re-
gressions for Moscow, the regions and Russia as a whole.
In this case, it is inexpedient because such a key index
(except for DPC power), as the cost of electrical pow-
er is significantly different for each Russian region and
should be chosen separately.

In summary, proceeding from the previous analysis
of the operating cost structure (about 30% OPEX is ac-
counted for by electric power), the assessment can be
conducted by the following formula:

OPEX = M-[365 days]-[24 hours]-e/0.3 or
OPEX = (—0.17797 + 0.01192-N)-29200-¢/0,3
OPEX = (0.24135 + 0.002671-S)-29200-¢/0.3.

Conclusion

Obyviously, all data processing centers differ from each
other. Thus, there is no multipurpose tool which could
exactly calculate money flows. The proposed procedure
makes it possible with appropriate accuracy to estimate
the characteristics of data processing center develop-
ment projects. B
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AHHOTALUA

B coBpemeHHBIX yclnoBUSX HabmomaeTcsa pocT cmpoca Ha ycayru MT-ayrcopcuHra, 4tro BiedeT 3a cO0O0it
aKTUBU3AIMIO TIPOLIECCOB MPOCKTUPOBAHUSI U CTPOUTENILCTBA LIEHTPOB 00padoTku maHHbIX (LIO/). IMockonbky
O/ mpencraBisieT co0Oil CIOXHYIO M JTOPOTOCTOSIIYIO CHUCTEMY, BO3HMKAeT 3amadya 0OOCHOBAHHOTO BEIOOpaA
Oymyllero mpoekTa Ha OCHOBE TMoKa3aTeliell OLIeHKU 3aTpaT, KOTOpPble MOTYT BOBHUKHYTb Ha 3Tare NpOoeKTUPOBaHUS
M 9KCIUTyaTalMy LEHTPOB 00pabOTKM JaHHBIX.

B paGote aHanM3MpyeTCss OMUH M3 BO3MOXHBIX KOMIUIEKCOB ITOKa3aTeslell Ul OLIEHKU 3aTpaT Ha CO3MaHue U
SKCIUTyaTallMIO LIEHTPOB 00pabOTKM HaHHBIX. B mpolecce aHamM3a BBISBIECHBI OCHOBHBIE TPYIIIbI KAITMTAIbHBIX
3arpar npu cozgaHuu LIOJl, xkoTopble He B MOJHOM Mepe YYUTHIBAJIUCh MPU OLIEHKE CYMMapHOro o0ObeMa
KaIlMTaJbHBIX BJIOXKECHUI MO paHee TpemjiaraéMbIM METOOUMKaM. B cTaThe MpemioXeHBl PerpecCMOHHBIC MOIECIHN
OLICHKU IIPOEKTa CTPOUTEIbCTBA LIEHTpa 00pabOTKHM I10 IBYM IToKazaTesiM. [IpeutokeHO OLieHUBATh KalluTaabHbIe
3aTpaThl B 3aBUCHUMOCTH OT IIPOEKTUPYEMOM TUIOMIAAN TEXHWMIECKUX IUIOIIANOK U OT MPOEKTUPYEMOTO KOIMYeCTBa
croek cepBepoB. Ha ocHOBe pa3paboTaHHBIX MOMENE MPOBENEH aHAIW3 CTPOMUTEIbHBIX IUIOIIAHOK LIEHTPOB
00paboTKM JaHHBIX, KOTOPBI MOKa3ajl aIeKBaTHOCTh MOJIEIM PeabHbIM TaHHBIM. BB ycTaHOBJIEHBI OCHOBHBIC
IPYIIIBI ONEepPalMOHHBIX 3aTpaT Ha comepxanue IO u mpemjioXeHa perpecCMOHHAasi MOAENIb WX oleHKu. Ha
OCHOBE PErpeCCMOHHOrO YpaBHEHUsI MpeIaraeTcsl PacCYUTHIBATh MOIITHOCTD LIEHTPpa 00pa0OTKHU B 3aBUCUMOCTH OT
IO TEXHUUECKOU TUTOTIIAIKY WU KOJTMIEeCTBA CTOEK cepBepoB. CTOMMOCTH SKCIUTyaTalluy IIeHTpa 06paboTKu
MAHHBIX OIPENe/IsSIeTCs, UCXOOsd M3 BEIUYMHBI MOIIMHOCTU. AHAIM3 MHOOPMAIMU O CTOMMOCTM 3KCIUIyaTalluu
Pa3IMYHBIX IEHTPOB 00Pa0OTKM JaHHBIX JOCTATOYHO XOPOIIIO COITACYETCSI ¢ pacyeTaMu, MOJTYIEHHBIMUA Ha OCHOBE
pa3paboTaHHO MOIEIN.

IpenoxeHHBIE MOAEIU MO3BOJISTIOT C MPUEMJIEMON TOYHOCTBIO OLIEHUTh XapaKTePUCTUKY TIPOEKTa CO3MAHUS 1
MOCJIENYIOEel SKCIUTyaTalluy [IeHTpa 00pabOTKY TaHHBIX.

KiroueBbie ciioBa: LIeHTp 00pabOTKH TAHHBIX, PErPECCUOHHASI MOJIE/b, CTPOUTEILCTBO, PEMTPE3CHTATUBHOCTH BBIOOPKHU,
CTPYKTYpa 3aTpar, OlepalMOHHbIE 3aTPAThl, KAIIMTAILHBIE 3aTPATHL.

IMuruposanme: Pirogova L.A., Grekoul V.I., Poklonov B.E. Estimated aggregate cost of ownership of a data processing
center // Business Informatics. 2016. No. 2 (36). P. 32—40. DOI: 10.17323/1998-0663.2016.2.32.40.
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Abstract

Implementation of a balanced scorecard in an enterprise requires a significant investment of time and

resources. Modeling parameters substantially improves their design process and allows us to specify a situation
and to track changes adjusting the strategy in parallel. It is possible to identify and, if necessary, to correct
causal relationships of a complex of strategic goals, as well as to pre-define actions, resources, timelines and
responsibility necessary to implement the defined goals. In this case, the analysis of scenarios obtained when
modeling allows us to choose an optimal trajectory for developing the enterprise over a certain period.

Using of the method of cognitive modeling opens the possibility to create a simple and intuitive algorithm
to achieve this goal. This is a safe way to form an image of its future, to see the possibilities and consider the
risks before beginning active operations.

This method of modeling facilitates combination of elements of the enterprise’s internal and external

economic environment into a single system, as well as analysis of the system as a whole and of its separate
components without losing the relationships between them and taking into account both quantitative and

qualitative characteristics of the processes.
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Introduction

he Balanced Scorecard (BSC) methodology was
proposed by D.P. Norton and R.S. Kaplan in 1992

to supplement the limited representation of the
organization’s effectiveness only on the basis of measur-
ing its financial performance. It is proposed to measure in
BSC the performance of a company in three additional ar-
eas, outside the sphere of finance (customers, internal busi-
ness processes, training and development) to get a more
balanced view of development of the organization [1].

Quality measurement of work in these areas expands
the factor space to evaluate enterprise performance. BSC
complements the financial parameters system as already
accomplished, and also indicates the origin of revenue
growth, which clients provide it and why, what key busi-
ness processes the company should focus on for improve-

BUSINESS INFORMATICS No. 2(36) — 2016

ment in order to convey its unique proposition to the cli-
ent. BSC helps to direct investments and orient work with
personnel in this direction, as well as development of in-
ternal systems, corporate culture and climate [2].

BSC development entails formulating strategy in sev-
eral outlooks, setting strategic goals and measuring the
achievement of these goals by using indicators. BSC is
projected onto the entire organization through develop-
ment of individual goals within the framework of the al-
ready developed corporate strategies and stimulates the
understanding by employees of their place in the com-
pany’s strategy.

By using BSC, it is possible to implement the strategy
with regular activities of all units managed through plan-
ning, accounting, control and analysis of the balanced
scorecard, and motivating staff to achieve them.
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When designing BSC, developers actually model situ-
ations of implementing possible strategic goals on strat-
egy maps describing scenarios as a set of strategic goals
and causal relationships between them. However, the vast
majority of tools that implement the concept of Business
Process Management (BPM), cannot model BSC for as-
sessment of possible development of processes in the en-
terprise that would enable us to choose the effective sce-
nario and most precisely match the strategic goals [3, 4].

The situation described exists in the framework of the
methodology of “soft” system analysis [5]. Formaliza-
tion of “soft” systems is not based on accurate quan-
titative measurements but on qualitative, fuzzy and
hypothetical concepts about the system in the form of
expert assessments and on heuristic reasoning [6]. The
task of management decision-making support in the
“soft” dynamic situation is defined as development of
a strategy to transfer a situation from its current state to
the target on the basis of a subjective model of the situ-
ation. This model includes expert measured values of
factors of the situation and a functional structure which
describes the laws known to the analyst and regularities
of the situation observed. This subjective model is re-
corded as a directed signed graph — cognitive map [7].

1. Proposed methods and approaches

Due to the fact that in BSC there are both quantitative
and qualitative characteristics, the estimation of efficien-
cy of the enterprise by modeling becomes an extraordi-
nary task. Analysis of the modeling methods shows that
this task can be solved only by cognitive models, which al-
low us to combine elements of internal and external eco-
nomic environment of the enterprise into a single system,
as well as to analyze the system as a whole and in its sepa-
rate components without losing the relationships between
them. In addition, the model can incorporate both quan-
titative and qualitative characteristics of processes [8].

When doing cognitive modeling, the following se-
quence of actions is usually applied [9, 10]:

4 determination of initial conditions, trends charac-
terizing development of the situation at this stage, which
is necessary to ensure the appropriateness of the model
scenario to the real situation;

4 setting desired target directions (increase, decrease)
and strength of process trend changes (weak, strong);

4 selection of a set of measures (combination of con-
trol factors), determination of their possible or desired
strength and direction of impact on the situation;

4 sclection of a complex of possible influences on the
situation (activities, factors) the strength and direction
of which must be defined;
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4 selection of observable factors (indicators) that char-
acterize development of the situation is carried out de-
pending on the purposes of the analysis and user’s desires.

The aforementioned stages of cognitive analysis are
basic and are successfully implemented by using exist-
ing software systems, such as “Situation”, “Compass”,
“KIT” (V.A. Trapeznikov Institute of Control Sciences,
Russian Academy of Sciences), systems of decision-
making support based on cognitive modeling “Igla”
[11], the Software System of Cognitive Modeling (SS
CM CogMap TTI Southern Federal University) [12]
and many others [13]. In the present study we used for
our modeling processes SS CM CogMap.

The simplest cognitive model is a sign directed graph —
cognitive map [10]:

G =<V, E>, where

V'is a vertex set, wherein vertices V. e V(i =1, 2, ..., k)
are elements of the system under investigation — strategic
goals;

Fis an arc set, wherein arcs €€ E@,j=1,2,...,N)re-
flect the relationship between vertices V, and Vj (positive
relationship: when increasing the value of one factor, the
value of the other increases; negative relationship: when
increasing the value of one factor, the value of the other
decreases and vice versa).

The cognitive map is a result of cognitive-targeted
structuring of knowledge about strategic goals of the en-
terprise and external environment that allow us to iden-
tify and systematize internal and external factors that have
quantitative and qualitative certainty (vertices V), as well
as setting causal relationships (arcs e,.j) between them.

The constructed directed graph reflects the influence of
factors taking into account arc weights W, (for example,
from interval —10 to +10) established by experts. The arc
weights can be determined on the basis of functional de-
pendence (if any), as well as a coefficient b,y of linear re-
gressive dependence of factors like y=a+t b,-,-x,- [12].

Thus, the direct (quantitative) and indirect (qualita-
tive) influence of factors on the indicators selected for
effectiveness evaluation are taken into account. This
makes it possible to provide a substantially more com-
plete description of the problem area and resultant ef-
fect of implementing certain activities or projects.

2. Example of BSC modeling of a company.
Development scenarios

In the beginning of BSC design, a base scenario was
determined which includes certain concepts of the BSC
model of the enterprise established by expertise and the
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relationships between them (tables 1 and 2) [14, 15]. The
base scenario includes what the developer understands to
be a full understanding of the set of the strategic goals of
enterprise development.
Table 1.
Concepts of a model

Prospects | Vertexes | Contents of the Vertex

) Y Profit
Finance
v, Costs
, Vs Number of clients
Clients : —
v, Client satisfaction
v Control of construction and installation
5 works (CIW)
v Purchase of quality materials,
6 components, tools (MV)
v, Timely shipping of MV
" — .
S s Optimization of MV inventory
Vo Quality of project works
Vio Accurate project planning
Vi Introduction of process management
- Vi, Qualified employees
Tri'[%ng Vi Creation of a corporate training center
development v Development of corporate information
14 systems (CIS)

CIW Control

Quality MV

Figure 1 shows a cognitive BSC model of the enter-
prise for the base scenario.

The next step is modeling the possible impulse proc-
esses in vertexes V' of the built card when introduc-
ing perturbations (pulses ¢, = *1) and the variations of
the arcs conversion functionality of the cognitive map
S(x, x, el,j).

The impulse process on the graph in this software sys-
tem is described by the formula proposed by E.S. Rob-
erts [16]:

x,(n+1)=x (n) +I§ J(x;,x,e)P(n)+Q,(n+1),

v;ie=e; el
where x(n), x(n+1) — value of parameter x, at vertex v,in
the simulation moments » and n+1 respectively;
Sf(x, X, e;) — arcs conversion functionality of the cog-
nitive map (in the particular case it can be function
ﬁj or weight coefficient w,.j), where x, — parameters
of vertices Vi, X, — parameters of vertices Vi, vertex
v, eVv,i,j=1,2, ...k, e,—arc reflecting the relationship
between vertices v, and v, Icse; € E ij=1,2,..,N,
Pj — value of impulse at vertex v,;
Q,(n) — perturbations coming to vertices v, .

Implementation of this phase is carried out by defin-
ing a list of possible control actions on internal sources

() Client satisfaction

Number of clients

purchase

Timely shipping of MV

Introduction of process management

Fig. 1. Cognitive BSC model of the enterprise

BUSINESS INFORMATICS No. 2(36) — 2016
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Table 2
Cognitive map of a model

VI v2 V3 V4 VS v6 V7 VS V9 VIO Vl 1 vl2 vl 3 VI4
vl
v, _
Vg + +
v - +
i |+ +
Ve +
V; + +
Yy + _
v + |+ | +
V1o +
Vi + + + + + + +
Vi + + + | +
Vi3 + +
Vig + + |+ |+ | + |+ +

of factors and further analysis of scenarios of possible
development of situations under the influence of simu-
lated perturbations.

The impulse modeling when introducing perturba-
tions g, at vertex of the cognitive map (vi) allows us to
obtain a sufficient number of realizations of random
processes. Existence of such realizations allows us to set
up and solve the task of optimum nominal proposed by
D.V. Svecharnik for analysis of economic situations se-
lected as the “best” impulse process. These can later be
adopted as the desired development strategy of the in-
vestigated object [17, 18].

Ifthere is a sufficient amount of statistical or expert data
on possible quantitative values of effects (e.g., the volume
of investment, volume of production), then when inter-
preting the results it is possible to speak about a specific
quantitative change in the parameters of the vertex of the
graph. In this case, a scenario calculation is performed to
analyze possible dynamics of development of the process
being studied. The arc weights of the graph when qualita-
tive simulation of development scenarios of the object are
not set, and impulses are assumed to be equal to fixed val-
ues'. In this case, the results of impulse modeling reflect
only possible trends of the development process.

Thus, under the influence of various disturbances, the
values of variables at vertices of the graph may change
and the signal received at one of the vertices apply the
chain on the rest, amplifying or fading.

As a result of impulse modeling (10 stages), the fol-
lowing process development scenario is received (figure
2a).

The graph shows that in this scenario, at first stages all
modeling parameters selected for display have a tenden-
cy to increase, and at later stages they stabilize.

Other scenarios of processes developing in the enter-
prise were obtained by successive exclusion of certain
strategic goals from the cognitive map and, respectively,
from the model:

4 scenario S, — vertex v, “Creation of a corporate
training center” is excluded from the base scenario;

4+ scenario S, — vertex v, “CIS Development” is ex-
cluded from scenario S, during which we assumed the
implementation process, automation of such business
processes as CIW control, quality MV purchase and
timely shipping control, optimization of MV inventory,
quality control of project works, implementation of pro-
grams supporting process management.

The results of the impulse modeling (10 stages) of
process development scenarios S, and S, are shown in
the graphs (figures 2b and 2c, respectively).

Visual analysis of the graphs allows us to build a chain
of priorities resulting in scenarios according to their ef-
fectiveness §;> S, > §,. Later, the results of development
processes can be used for in-depth analysis on the opti-
mum for the selected criteria.

! In our example, to reduce the scale of the display indicators, it is taken that: g,= 0,1
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7.60 : 6.50 2.90
715 . 6.12 i é"% 2.13 5 ;
6.71 5.74 7 =~ 2.56 §
6.26 7 535 239
5.81 497 2.22
536 459 2.05
492 421 1.88
447 382 171 TR
402 il 3.44 A 1.54 ’
358 1 3.06 Lot 136 i
313 / 2.68 i 1.19 '
2.68 2.29 : 1.02 i "
2.24 1.91 0.85 il g
1.79 153 f 0.68 /
1.34 1.15 / 0.51 /
0.89 0.76 ot 0.34 ;
0.45 0.38 Jr i 017 7 /{l'
000 [t 0.00 iy 0.00 [-zigmigtit
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
a) scenario S b) scenario S, ¢) scenario S,
Profit Costs  eeeececeeee Number of clients  — — — — Client satisfaction
Fig. 2. Dynamics of indicators of BSC modeling of the enterprise for different scenarios
Conclusion <> pre-define activities, resources, timing and respon-

By itself, developing the strategy of an enterprise is a
very important stage of management, and starting this
process tells us about its maturity and relatively high
achievements. Once they have developed a strategy and
realized it, enterprises are faced with the need to assess
the success of their efforts; particularly as the develop-
ment process of strategy is cyclical. At this point, the
problem of specific change evaluation appears, whether
positive or negative, as well as what it should be com-
pared with. In the absence of appropriate data, these
questions remain unanswered.

In this case, BSC modeling of the enterprise enables
us to:

<> specify a situation and to track changes in parallel
adjusting the strategy;

<> determine and, if necessary, correct causal relation-
ships of the combination of strategic objectives;

sibilities required to implement the established goals.

BSC implementation is a process that requires a sig-
nificant investment of time and resources. BSC mode-
ling of an enterprise enables us significantly to improve
their design process in time and labor. Cognitive mod-
eling is the ability to create a simple and intuitive algo-
rithm to achieve this goal, a safe way to form an image
of its future, to see the possibilities and consider risks
before beginning active operations.

It has been shown that the BSC cognitive modeling
allows us to combine elements of the internal and ex-
ternal economic environment of the enterprise into
a single system, as well as to analyze the system as a
whole and in its separate components without losing
the relationships between them, taking into account
both quantitative and qualitative characteristics of the
processes. B
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BHenpenve cOaiaHCHMpOBAaHHOW CHUCTEMBI TIOKa3aTeliell Ha TPENIpUsATAA TpeOyeT 3HAYMTETbHBIX 3aTpaT
BpEMEHU ¥ pecypcoB. MomenupoBaHUEe TMOKa3aTelell CYIIeCTBEHHO YIydlllaeT MPOoIecC WX MPOEKTUPOBAHUS U
MO3BOJISIET KOHKPETM3WPOBATh CUTYAIIMIO M OTCIEXWBATh M3MEHEHUS, TapajieJIbHO KOPPEKTUPYs CTpaTeruio.
[MosBrsieTcs: BOZMOXHOCTD OTPENETUTh U, TPU HEOOXOMUMOCTH, OTKOPPEKTHPOBATH NMPUIMHHO-CIIEACTBEHHBIE
CBSI3M COBOKYITHOCTM CTpaTerMYecKHUX Liejlei, a TakxKe MpenBapuTeIbHO OMPEAEIUTb MEPOINPUSITUSI, PECYpPCHI,
CPOKU U OTBETCTBEHHOCTh, HEOOXOMMMBIE JIJIST peau3allii YCTAHOBJIEHHBIX 11eseil. [1pu aToM aHaimm3 moTydaeMbIx
MpU MOIETMPOBAHUM CLEHAPUEB MO3BOJSIET BBIOPATh ONTUMAJBHYIO TPAaeKTOPUIO DA3BUTHUSI TMPENNPUSITUS Ha
oTpezieJICHHBIN TTepro BpeMeHU.

Hcnonp3oBaHue MeTona KOTHUTUBHOTO MOJEMPOBAHUSI OTKPBIBAET BO3MOXKHOCTb CO31aTh MPOCTOMN 1 TOHSITHBIH
aJTOPUTM JOCTUXKEHMUSI TIOCTaBJIEHHO 11eJTi, 6e30TacHbIi crmocob copMupoBaTh 00pa3 CBOETO OYIYIIETO, YBUIETh
BO3MOXHOCTH U YU€CTh PUCKH, IO Hayasla aKTUBHBIX JeACTBUI.

JlaHHBIIT METOI MOICITUPOBAHUS TTO3BOJISIET OOBEIUMHUTD 3JIEMEHTHI BHYTPEHHE M BHEIIHEH SKOHOMUYECKOM
cpenbl MPENNpUsITUS B IMHYIO CUCTEMY, a TAKKE ITPOAHATUM3UPOBATh CUCTEMY B LI€JIOM U OTAEIbHbIE €€ KOMITIOHEHTHI,
He Tepss B3aMMOCBSI3EH MEXIY HUMH, C YIETOM KaK KOJIMYECTBEHHBIX, TaK M KAuyeCTBEHHBIX XapaKTePUCTHK
MPOLIECCOB.
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Abstract

When developing projects of integrated enterprise systems with focus on further expansion of functions,
it is necessary to remember about continuity of models created and the timeliness of updating them. These
refinements relate to the future development of organizations or their units involved in development of
information systems (IS) or other software products (SP), extension of functionality of integrated enterprise
information systems (IEIS), as well as development environments for design and programming. In this
regard, the author proposes to apply the extended level scheme of data and database modeling.

When investigating the functions of each department and building their model description in subsystems
(private models), it is possible to identify the same objects for providing functionality. Coherence is one
of the advantages of the resulting model, providing typing and standardization of the creative processes
of IS.

We use data distribution mechanisms, which today are very topical. The proposed solution is based
on a semantic dictionary reflecting the basic terms and concepts of the functional tasks of the business
environment of an enterprise being modeled; it allows us to unify the application development and
complements the data distribution strategy across the nodes of the enterprise.

This article presents the principles for forming a family of harmonized data models. It provides a formal
description of them, the algorithms and the possible core formation practices. The advantages of using this
and approaches to possible use are discussed.

Keywords: distributed databases, information systems, data modeling, data model core.

Citation: Kasymalieva A.T. (2016) Construction of a set of harmonized data models in distributed databases based
on semantics. Business Informatics, no. 2 (36), pp. 48—56. DOI: 10.17323/1998-0663.2016.2.48.56.

Introduction All existing designs in the area of modeling distrib-

uted databases can be divided into two common groups

across nodes) are under consideration in quite a lot

of designs and mathematical models (e.g., [1—3]).
In most cases, the possibilities of optimizing distributed
queries of already existing systems are reviewed.

Issues of distributed databases (data distribution
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considered.

The first and biggest group consists of algorithms for
dynamic data redistribution across nodes of the network
as described in the works of such authors as D.V. Pav-
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lov [4], P.P.-S. Chen and J. Akoka [5], H.I. Abdalla [6]).
The disadvantages of this model are the complexity of
the algorithms for redistribution, organization of addi-
tional computations at the stage of system functioning,
locking in databases with respect to user queries at the
time of rebuilding its structure, as well as isolation of
models from the conceptual domain model.

The second group includes the synthesis algorithms
of physical structures of the information system model
described in the works of M.T. Ozsu and P. Valduriez
[7], A.V. Silin [8], V.V. Beskorovainy [9], V.V. Kulba [2].
These algorithms are based on binding to system users,
not functions that affect the system scalability and data
consistency in different nodes.

At the same time, none of the considered groups does
uses the concept of consistency of models at the design
stage of large systems or the concept of a harmonized
integration of existing systems based on business func-
tions.

This topic has not lost its relevance today.

Information system which are difficult to model due
to their multidimensionality are called large. There
are two ways to transfer these systems into a relatively
small category. In the first case, it is assumed you use
more powerful computing facilities with a developed
system of information objects (database) collection,
proceed to their direct development and constantly
increase. In the second case, it is possible initially, at
the level of modeling, to break down the multidimen-
sional system into a set of subsystems of lower dimen-
sion while monitoring information communications
ensuring the integrity of the system. In this case, dis-
tributed system architecture development is originally
carried out.

The author proposes a model that at the design stage of
the integrated enterprise information systems (ELS), on
the basis of entity-relationship diagrams (£RD), reflects
different aspects of activities of subsystems of a large in-
formation system that optimizes opportunities for distri-
bution of these data in terms of functional nodes, with
allocation of a special node defined as the core of the
model. The methodology of distributed database mod-
eling uses a semantic dictionary based on the principles
of ontology. The composition of the dictionary includes
the information models of systems correlated with each
object or business process of the organization model —
the business environment. Private models at the mo-
ment of their merger into a single system to unify use
of the data dictionary form a global entity-relationship
diagram (GERD).

BUSINESS INFORMATICS No. 2(36) — 2016

1. Requirements for the model

In order to ensure the integration of private diagrams
into a global entity-relationship diagram, it is necessary
to fulfil the following requirements:

1. Entity names representing semantically homogene-
ous objects in all private diagrams should be consistent;

2. The basic dictionary, based on which the entity
names in private diagrams ERD are formed, should be
compiled on the basis of single classifiers that contain
similar subject domain entities and/or their acronyms;

3. Each entity that is part of the private models ERD
family must have a strong verbal description;

4. The set of entities that comprise the global entity-
relationship diagram GERD should be submitted in the
form of many names without duplication of names and
their aliases, i.e. to meet requirements of the first form
of set-theoretic representation at the element enumera-
tion level,

5. Relationships between entities in the global entity-
relationship diagram GERD form a family of overlapping
sets of entities, each of which provides support of main
and accompanying business processes, control functions
and communication functions with the external envi-
ronment;

6. Selection of entities for the global diagram GERD
must obey the algorithm for constructing the family of
consistent models discussed below.

2. Data model core

Data model core (DMOQ) is a data model consisting of
entities of the family of private models bearing the basic
characteristics of the subsystems and their functions in
the information system management allocated to reduce
inconsistencies in distributed data and ensure their co-
ordination.

The data model core is formed by identifying the
common entities described in the collection of the
ERD private models. Subject to uniform rules for nam-
ing entities and attributes, the process of creating a
DMC can be given a formal character through use of
set-theoretical operations over a family of entities in-
cluded in ERD private models. The algorithm of DMC
formation is given below. With regard to the standard-
ized attribute names, their membership in the entities of
the ERD and DMC models agree on the level of projec-
tions (in the sense of relational algebra operations), and
the completeness of the attributes in each entity of the
FERD models is specified at the development level of pri-
vate fully attributed models of design level (Figure I).
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3. Formalized description
of the family
of consistent data models

Let us show that there is a formal algorithm to solve
both the direct problem of creating consistent models on
the base of model data core and private data diagrams
that form the basis of separate software subsystems, and
the reverse on the basis of private diagrams, to make a
data model core of a global system that represents the
subject domain. To prove this fact, we will use several
provisions of the relational algebra proposed in notation
D. Maier [10].

A family of sets is supposed to be given ERD composed
of sets of entity names E private diagrams of data models
ERD.

ERD={ERD,, ERD,, ..., ERD,, ..., ERD }, where
ERD € ERD, 1< i< m;

E={e ,e,,..e,.,e}, 1<i<m, 1<j<n,

o Ejises

where m — number of entity-relationship diagrams
included in the set ERD;
n — number of entities included in each diagram ERD. .

In addition, let us define a global set GERD com-
posed of all entity names e, included in diagrams
ERD,, ERD,, ..., ERD,, ..., ERD, such that

E,€ ERD,, E,€ ERD, , ..., E, € ERD, ;

EI.={e“,en,...,eij,...,em}, 1<i<m,1<j<n,
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Let us put in correspondence to each of the entity
namese; an interpreting function ¢, such that

p..e€u e €GERD, u €SI,
[/} /AS} ij

where u;—a verbal description of the meaning (seman-
tics) of an entity name e’
ST — alot of semantic information constituting an inter-
pretation space of elements of the global set GERD.

Let us define a functional mapping Fsuch that F:

GERDx SI— DTN,

where DTN — a lot of twos, such that each entity name
e, is compared to its meaning (semantics) u,. Then the
mapping DTN can be interpreted as a dictionary of en-
tity names, where each entity name is endowed with cor-
responding subject-oriented interpretation (description).

Let us define how to correlate between each other data
model core entities DMC and private data models enti-
ties ERD at the development stage of key models. Let us
recall that each of the entities is a relationship. There-
fore, in the future these entities will be considered as
relations R defined as subsets of a Cartesian product of
family sets 4..

Let us introduce the following definitions.

Definition 1. Let us call the relationship scheme R a
finite set of attribute names {4, 4, , ..., 4 }, where each
attribute is mapped to the lot D, called the domain of at-
tribute 4, 1<i<n.

It is accepted to designate the domain of an attribute

as dom(A,). The domains are arbitrary non-empty finite
(countable) sets.

Letussay D= D, v D,u...u D, . Thenitis possible to
introduce the following definition.

Definition 2. Relationship r with scheme R is a final
set of mappings {7, t,, ..., tp} from R into D where each
mapping 7€ r must satisfy the following constraint: #(A4)
belongs D,, 1 <i<n.These mappings are called relation
schema r with scheme R. In this case, a tuple is com-
monly understood as the set of values one for each at-
tribute name from relation schema R.

If we interpret ¢ as a row in the table, A-value 7(A)
of tuple 7 is the content (value) of tuple ¢ in column A.
Thus, the relation » can be viewed as a table with many
tuples ¢ that satisfy the relation schema R.

Based on the definitions above, let us assume that each
entity e belonging to set ERDis based on relation schema
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R with set of tuples ¢, and each specified entity €; is rep-
resented by diagram R, .

Let a set of entities within the data model core DMC
be defined some way as e/, 1 <k < K, and for each entity
a relation schema is defined R}

Definition 3. Let us assume that entity e; is fully com-
patible with entity e, (full compatible data) if the corre-
sponding relation schema R,.j and R} satisfy requirement
R,= R).

Definition 4. Let us assume that entity e, is partly
compatible with (partial compatible data) with entity e,
if the corresponding relation schema Rij and R) satisfy
requirement R = S/, where §) c R}’

When forming key or fully attributed models of data
model core DMC(KB®) on the basis of private key mod-
els ERD(KB) (or vice versa), it is necessary to adhere to
the following compatibility options:

4 schema entity-relationship (subsystems) R, inclu-
ded in a ERD, , and the relation scheme of the same
name analogues R, in DMC may have the property of
full compatibility. Otherwise, names and number of
attributes, their sequence and domains on which they
are defined must be the same;

4 relation scheme of entities (subsystems) R,y included
in an ERD,, and the relation scheme of the same name
analogues R, in DMC may have the property of partial
compatibility. Otherwise, in partially-compliant relation
schemas, data schema RI.J’. is a subset of data schema R,? ,
ie.R/c R, ie. R = R

4 the relation scheme of entities (subsystems) R?, in-
cluded in a DMC, and the relation scheme of the same
name analogues R,y in ERD, may have the property of
partial compatibility. In this case, in partially compatible
relation schemas, data schema R] is a subset of the same
name data schema R, i.e R/ C R,.

Of course, the key fields in a compatible data schema
from DMC and ERD, should be the same.

When locating attributes in the key models, it is advis-
able to adhere to the following recommendations. The
same name attributes in both schemas must have the
same order. This will greatly simplify the data transfer
procedure between tables of the data core and private
data models when they are processed in a DBMS in the
format of fully attributed or transformational models.

The last requirement is not meant to be exclusive.
With some complication of the procedure for copying
data, the same order of attributes (columns) in the treat-
ed models is not required. Moreover, it is possible that
in the compared models, the corresponding attribute
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names are correlated as synonyms defined on the same
domains. This renaming of attributes is theoretically
permissible and provided for in the relevant theorems of
relational theory. Let us note that almost all the models
(data transformation services) of data transformation of
modern DBMS are built on this basis.

Data transfer in a DBMS between partially compat-
ible entities e, data model core DMC and private data
models €; from set ERD is performed by applying the op-
erations of selection ¢ or projection x to the relationship
r. (tables) with the relation scheme R, from the set of

entities DMC and provided by replication mechanisms
of modern DBMSs [11, 12].

Selection operation. The result of applying the selec-
tion operation ¢ to relation r is another relation, which
is a subset of tuples of relations » with a certain value in
the selected attribute. Let » be a relation with scheme R,
Aisan attribute in Rand a is an element of dom(A). Then
o,_,(r)is a designation of selection operation (“to select
from 7 tuples in which the value A4 is equal to a”). Con-
sidering the tuples as mappings, it is possible to record:
r'(Ry={ter|t(A) = a}. Selection operation o ,_,, z—(F)
on several attributes is possible due to the fact that it is
commutative.

A projection operation is an operation which allows us
to exchange data between private data models e; from set
ERD and r! from set modal entities DMC by cutting the
part of attributes from the schema R, and formation of a
new relationship r;.

Let » be a relation with scheme R, and X a subset R.
Projection r on X written as 7 ,(R) is the relationship
r’(X) obtained by crossing out columns corresponding
to attributes in R — X (set-difference operation) and
with exception of duplicate rows from the remaining
columns. Considering the tuples as mappings, 7 (R) can
be written in the form r’(X) = {t(X) |t e r}.

4. Formation algorithm
of the data model core

The formation algorithm of the data model core looks
like the following.

1. Make lot GERD of entity names e, , where e, € R by
attributing to the entity composition of the first model
ERD, all entities of other models ERD, , ..., ERD ;

2. Select recurring entity names from set GERD regis-
tering their names and the number of occurrences of set
GERD, and bring them to the set of twos G, where each
twos is composed of the name entity and the number of
occurrences x of this entity in set GERD;
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3. Perform a ranking of the elements of set G arrang-
ing the entities in descending order of number of occur-
rences x in set G;

4. Select entities that have x occurrences in set G by
criterion x > k, where k is a threshold number of entity
names selected by experts for inclusion of their name in
the model core DMC.

From the list of requirements above (possibly not
complete), it follows that it is possible to satisfy them
only on condition of the existence of the expanded busi-
ness model of the organization — families of models de-
scribing its organizational and process structure, busi-
ness functions, models of the organization’s relationship
with the external environment and the responsibility
function distribution models for performing functional-
ity elements.

Practice of model core forming DMC has shown that
in this core, entities representing the following data are
often included:

4 data describing an organizational structure of an en-
terprise or organization;

4 data specifying the business direction of the organi-
zation;

4 data specifying a product portfolio or composition
of market services of the organization;

4 data of detailed description of the goods (products)
or services;

4 data specifying a resource component of the organi-
zation (personnel, knowledge, material and informa-
tional resources);

4 data supporting management of main and accom-
panying processes — accounting component of vector of
management characteristics;

4 data defining a classifier of basic documents of the
organization and documents comprising its workflow;

4 data describing external environment including
suppliers, customers, consumers etc.;

4 data, supporting management software of the core
DMC;

4 other data characterizing the industry affiliation of
the organization (production, social, administrative, ad-
visory, etc.).

Naturally, the composition of the entities included in
the DMC model depends on the profile of the organiza-
tion, so it is not necessary to include in the model core
all of the above groups of entities.

There is another formalized way of entity selection in
the DMC core based on the algorithmic approach.
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5. Advantages of the proposed approach

Use core advantages are as follows.

Local independence. Getting the data core, each sub-
system contains the actual data needed for operation
in the appropriate operating environment, at the same
time remaining independent from the data core.

The reliability of such a system is enhanced by the in-
dependence of subsystems from each other and from the
core. Thus, the availability of each of the subsystems in-
creases: low or no productivity of one of them will not
affect the availability of the other.

Independence from location. The request receives the
required node value from the core and redirects the sys-
tem to a given piece of data. Such modeling enables
developers to unify writing code optimizing it by using
agreed schemes of private models.

Independence from fragmentation. Since each subsys-
tem is locally independent and has the relevant data,
when the core is restored from fragments, you achieve
minimum information loss.

Minimizing the use of networks. Since each subsystem
is locally independent, it is possible to minimize the use
of distributed queries. As for the tactical and strategic
objectives, they, on the contrary, can be more efficiently
addressed through the core (Figure 2).

ST s
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cee,
cee,
cen
..

ERRRREREE =

Publisher

<«—— Subscription withhout fragmentation

<= Subscription with vertical fragmentation

<& - - Subscription using filters — horizontal fragmentation
b SN Subscription with mixed fragmentation

Fig. 2. Data replication DMC. Possible options for subscriptions

6. Approach to the criterion selection

Paradoxically, the more information appears in the
processes of various subsystems, the less it is susceptible
to various changes. In this case, reference to it occurs
much less frequently. The value of such information is
higher than the cost of its storage. As for information spe-
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cific to the tasks of the operational level, it is, on the con-
trary, more often subject to modification. Therefore, the
number of references to such information (such tasks are
solved more often than tactical or strategic tasks) increases.

Thus, when solving operational tasks in subsystems,
the number of references to the core will increase and
the volume of such information will rise. All this can
reduce the effectiveness of using distributed data. It is
appropriate to store such information in a distributed
environment, access to which will take place only when
solving this task exactly by this unit.

Therefore, to minimize using networks (the goal of any
distributed database), the value of k should be such that
the information storage cost of an entity with capacity |A
providing task solving is lower than the cost of necessary
references to it (communication costs (CC) and updat-
ing costs (updating costs (UC). These operations require
numerous dispatches of large amounts of data from one
node to another (or others) with the aim of necessary up-
dating of the information and expectation of update delay.

The proposed model assumes that there is a distrib-

uted database consisting of m sites
§S={DMC,S,S,, ... S}

built on the principles of consistency of models on the ba-
sis of the core. The relationship between DMC and Sj has
a positive integer of communication costs (communica-
tion costs — CC/.) representing the cost of transfer of data
blocks from DMC on Sj , and a positive integer of updat-
ing costs (updating costs — UC}) that arise with delay /.

For solving a specific task, there are a lot of queries
0=1{0,, 0,, ..., O} which are the most common que-
ries, and which account for the bulk load processing, the
total value of which is defined as QC}.

Let ¢ be a frequency of solving the task of search, v —
data update frequency, k — the number of sites where the
entity is distribution.

If we select an entity in the constitution of the core,
then the full cost is:

TC,=1(CC+ QC)+2vUC,.

This is also true for an entity which is not included in
the core:

TC =1k(CC+ QC)+vUC.

When updating data, it is necessary to update two sub-
systems — the core and directly the subsystem for which
the data is up to date (replication of vertical fragmenta-
tion).

Designating a = ¢ (CC} + QC}), b=v UC;. it is possible
to see two functions whose growth can be assessed de-
pending on &:
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TC.=ak+b;
TC.=a+ 2b.

When k£ = 1, an option of entity placement in one site
is more preferable.

When k = 2, it is necessary to estimate an amount
equal to a — b, as well as in time calculations addition-
ally, to take into account the value of / (delay on replica-
tion of data from the core).

Excluding such entity from the core, we also reduce
the power (Jr|) of this entity and do not increase costs

ocC.

J
If system performance is important, then the problem

of optimality, according to the proposed model of redis-
tribution, can be defined as minimizing the communi-
cation costs in the redistribution process of this relation-
ship from DMC for the required fragments from ..

When k> 2, the value TC, increases the cost of the que-
ries associated with the search for various fragments and
data transfer over the network will greatly exceed the ef-
ficiency of their storage in one place — the database core.

7. Results

The results of the proposed approach has been tested
on test data of an automated control system (ACS) of the
university in two departments in the first two courses of
the I. Razzakov Kyrgyz State Technical University.

When building the model, private models were allo-
cated and a unified vocabulary of attributes was created.
When considering the learning process, some sub-mod-
els were identified, and the next step model core was es-
tablished.

All private models are updated at the expense of core
data. Therefore, data on directions and plans with their
contents as well as about the educational units involved
in the educational process will receive the same datasets.
The essence of the experiment is to measure what is re-
quired for each data management system for the execu-
tion of a query to meet the information needs of the ACS
employee of the university.

For solving problems at the operational level of the
system, two options of queries were offered: to the cen-
tralized and distributed databases. The following fig-
ures show the results indicating a time difference un-
der identical conditions of hardware using a Microsoft
SQL Server 2008 on the same computer. Subscriptions
are distributed across different databases. The purpose
of the request to search for the student by name and
number of the record book, outputting a list of subjects
and grades at the moment.
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Table 1.

Parameters of measurement requests submitted to the centralized database

Parameters
Total memory | Occupied memory | Free memory Temperature Voltage of the | Current force
(Mb) (Mb) (Mb) of the processor (0C) processor (V)
1 3071 1559 1512 33 1.072 9.11
2 3071 1569 1502 33 1.072 9.1
3 3071 1569 1502 33 1.072 9.11
4 3071 1572 1499 33 1.072 9.11
5 3071 1618 1453 33 1.072 9.1
6 3071 1571 1500 33 1.064 9.11
7 3071 1563 1508 33 1.128 9.11
8 3071 1578 1493 33 1.072 9.11
9 3071 1570 1495 33 1.072 9.11
10 3071 1583 1488 33 1.072 9.11
average 3071 1575 1496 33 1.077 9.11
Table 2.

Parameters of measurement requests submitted to the distributed database

Parameters
Total memory | Occupied memory | Free memory Temperature Voltage of the | Current force
(Mb) (Mb) (Mb) of the processor (0C) processor (V)
1 3071 1630 1441 33 1.072 9.11
2 3071 1581 1490 34 1.072 9.11
3 3071 1585 1586 33 1.072 9.11
4 3071 1559 1512 34 1.072 9.1
5 3071 1578 1493 33 1.072 9.11
6 3071 1579 1492 33 1.072 9.11
7 3071 1621 1450 33 1.072 9.1
8 3071 1581 1490 33 1.072 9.1
9 3071 1578 1493 33 1.072 9.11
10 3071 1575 1496 33 1.072 9.11
average 3071 1586 1494 33 1.072 9.1
The results of the experiment are shown in a graph Conclusion

(Figure 3); the query runs 10 times every 30 minutes. ) )
Physically, the architecture can be represented as a

Time, msec family of servers supporting private subschema of data
4000000 4 CDB models, one for each category of functional tasks. One
3500000 W DDB of them is the server that contains the schema of the data
3000000 model core. It is possible to implement one of the fol-
2500000 lowing solutions:

2000000 4 the schema of the data model core is the reference

1500000 model on the basis of which private models of servers are
1000000 formed;

500000 4 the schema of the data model core is a model of a

0 database which collects all input and edited data (where

L they appear) in one place, and then replicates them on

Fig. 3. The results of the experiment private models. In other words, the database assumes
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the dispatching functions that support the integrity and
non-redundancy of data in private DBMS. All function-
ality of this DBMS is directed only to the maintenance
of the dispatching functions (replication, maintenance
of integrity and non-redundancy).

4 the schema of the data model core is the base model of
DBMS that supports the main business and management
functions of the organization implemented in the /ELS
framework. All other DBMSs provide (accompany) the
business and management functions of the organization
implemented in the form of data for various applications.

There are other possible architectural solutions that are
a combination of the listed structures.

Selection of a particular structural organization of
data space may be performed either on the basis of
expert assessment, or by mathematical solution of the op-
timal choice task.

The advantages of the proposed approach, first of
all, consist in coherence of distributed data, scalability
of the system and its rapid adaptation to the changing
environment, as well as in the binding of the system not to
specific users but to business functions. B
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NMocTpoenune cemMeiicTBa COrnacoBaHHbIX MOEeNei AaHHbIX
B pacnpefeneHHbIX 6a3ax faHHbIX, 0CHOBAHHbIX HAa CEMAHTHKE
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AHHOTaUUSA

IIpu pa3paboTKe MPOEKTOB WMHTETPUPOBAHHBIX KOPIOPATUBHBIX CUCTEM C OpHMEHTallMeil Ha JalibHeilice
pacuupenure (GyHKLUNA HEOOXOOMMO MOMHUTH O MPEEMCTBEHHOCTH CO3JaBaeMbIX Mojeeld U CBOCBPEMEHHOCTU
MX YTOYHEHMI. DTU YTOYHEHMSI COOTHOCSTCSI C MEPCINEKTUBOI pa3BUTUSI OpraHU3alMii WM WX TMOoApa3aeieHUi,
3aHMMaIOIIUXCsl pa3padboTkoil mHpopmanmoHHbIX cucteM (MC) wim apyrux mporpaMMHbIX npoaykros (ITIT),

BUSINESS INFORMATICS No. 2(36) — 2016

55



MATEMATUYECKUWE METO/Ibl U AJITOPUTMbI BUSHEC-UH®OPMATHWKHA

pacmmpeHueM (YHKIIMOHAIBHOCTH WHTETPUPOBAHHBIX KOPITOpAaTUBHBIX MH(MopManmoHHbix cucteM (MKHUC), a
TaKXe pa3BUTHEM Cpell MPOEKTUPOBAHUS U TPOTPAMMUPOBaHWS. B CBSI31 € 9TMM aBTOPOM TpeiaraeTcsi IpuMeHeHUe
pacUIMpeHHON cXeMbl YpOBHEW MOIETMPOBAHUS TAaHHBIX U 023 TaHHBIX.

ITpyu u3ydyeHNN GYHKLIMI KaXKIOTo IMOApa3ae/ieHUsT U ITOCTPOCHUH WX MOIEIHHOTO OMUCAHUS B MOACUCTEMAaxX
(9aCTHBIX MOIEJISIX ) MOXKHO BBIIETTUTH OTHM 1 T€ K€ 00BEKThI IS 00ecTiede HUS QyHKIMOHATBHOCTH. COrTacoBaHHOCTh
SIBJISIETCS OMHKMM M3 IIPEMMYIIIECTB CO30ABAEMOIl MOIEIM, OOECIIEUNBAsT TUIIU3ALMIO U CTAHIAPTU3ALUIO IIPOLIECCOB
coszpanusg UC.

B paboTe rcnonb3yioTcss MEXaHU3MBI pacTipefesieHusI AAaHHbIX, KOTOPbIE HA CETOAHSIIITHUI AEHb SIBISIIOTCS BECbMa
aKkTyaJTbHbIMM. [IpemiokeHHOE pellieHrne Ha OCHOBE CEMaHTUYECKOTO CIIOBapsi, OTPaKaIOIIer0 OCHOBHBIC TEPMIHBI
U TIOHATUST (DYHKIIMOHAIBHBIX 3aMad OM3HeC-cpebl MONEINPYEeMOTo TMPEANPUSITHSI, TTO3BOJIIeT YHUDUIIUPOBATH
Ppa3paboTKy MPUIIOKEHWI U TOTIOHSIET CTPATETUIO PACTIPENETeHUS JAaHHBIX 110 y3JIaM TIPEATIPUSITHS.

B craTbhe M3I0KEeHbI IPUHLIUIBI (POPMUPOBAHMS CEMENCTBA COMIACOBAHHBIX MOJeNeil MTaHHbIX, IPUBEICHBI UX
dopMabHBIE ONTUCaHMsI, pa3paboTaHbl AITOPUTMBI M BO3MOXKHbBIE MPaKTUKK (hOpMUPOBaHU siapa. PaccMaTpuBaroTest
MPENMYIIECTBA UCITOJIb30BAHMS M IOIXOIbI K BOZMOXHOMY IPUMEHEHMIO.

Knouesbie ciioBa: pacrnpeacjiCHHbIC 6asbl JaHHBbIX, I/IH(I)OpMaL[I/IOHHble CHUCTEMbI, MOAOCJIMPOBAHUEC JAHHBIX, AP0 MOACIN
JaHHBbIX.
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Abstract

This article is devoted to a problem of controlling implementation of multiscenario projects when it is

necessary to provide not one, but several scenarios of performance differing from each other in structure
of works. As a control method, we propose carrying out intermediate checks. The task is to determine after
which works you have to carry out the checks. A heuristic method of the solution of this task is offered on
the basis of an information approach. The places of performance of checks (control points) are defined step
by step. Each check is chosen so that it gives maximum information (according to Shannon) concerning the
work from those already completed that has been performed incorrectly. In calculations, we consider not
only previously established control points, but also probabilities of implementation of various scenarios of
implementation of the project under examination.

The solution for two very important practical cases is proposed: when the number of admissible
intermediate checks is set and when their number is not set but achievement of a certain level of information
completeness of control is required. In practice, the number of intermediate checks is limited from above by
the budget for costs of control which is selected by the sponsor of the project. Information completeness of
the diagnosis, in turn, is inversely proportional to the risk that the wrong implementation of the project will
be revealed only after it ends. In this regard, the project manager demands that information completeness of
control be no lower than a certain level.

The results received are sought, first of all, by heads of design offices of large construction companies
realizing standard projects in various natural and climatic conditions (in their practice practically all projects
are multiscenario). Results can also be requested in the practice of the Ministry of Emergency Situations.

Key words: complex project, control points, checks, informational completeness.
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Introduction

he main feature of many projects is uniqueness

I of the structure of works. At the same time, a
project plan is created in advance. For exact im-
plementation of the project plan and to reduce the prob-
ability of making a mistake, intermediate inspections

(checks) of results of performance of work are carried
out. This type of control differs from internal checks

BUSINESS INFORMATICS No. 2(36) — 2016

of works. Along with the high cost and considerable
duration, such control allows us to get the best idea of
the correctness of implementation of the project. Fur-
thermore, such checks cover not only concrete work,
but also works which logically preceded the one being
checked. Considering their characteristics, inspections
of this kind can seldom be carried out after each work.
There are methods of arranging control points in the
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project according to the available plan; however, they
are inapplicable in cases when the plan changes during
implementation of the project.

One of the possible solutions is to try to foresee possible
changes of structure of works. In this case, for some pos-
sible situations different scenarios of project implementa-
tion are created. This line is characteristic of projects hav-
ing a possibility of serious change in the structure of works
depending on the situation arising during implementa-
tion of the project. The standard mathematical model of
the project is a directed graph whose tops correspond to
works, and arches — to logical links between them. This
model does not provide scenarios, but they are necessary
to consider when planning the project’s possible changes
of structure of works at the stage of its realization. The
GERT analysis (Graphical Evaluation and Review Tech-
nique) [1-3] is devoted to these questions.

Research shows that modern methods of analysis, in-
cluding GERT, do not touch on the issue of arrangement
of control points in multiscenario projects. Because of
this, in projects with already allocated resources for car-
rying out checks with certain places of arrangement, you
have to spend additional resources — for re-planning and
carrying out other checks on the change in the structure
of works.

The research objective is to create a method of arrang-
ing control points applicable to multiscenario projects.
For this purpose, it is necessary to create a method of
arranging control points in a situation when it is neces-
sary to maximize information completeness of control
at a set number of control points and when you must
define the minimum set of control points providing the
required information completeness of control.

1. Theoretical bases for defining
control points in projects

Work [4] offers an approach to the choice of the set
number of control points of the project based on calcu-
lation of entropy of the result of checking according to
Shannon. Points are chosen one after another. On each
step of the choice from the graph of the project you de-

lete the subgraphs consisting of the tops corresponding
to those works whose results influence the result of ear-
lier checked work. The number of points of control is
considered initially set, (for example, for economic rea-
sons) and unchangeable. The possibility of a change in
the structure of the works is not considered. With these
restrictions, an arrangement of control points whereby
minimal time is spent searching for incorrectly per-
formed work is considered optimum. On the basis of
imitation modeling, it has been established that the heu-
ristic approach offered in work [4] yields results close to
optimum.

Ifthere is a need to consider possible changes of struc-
ture of works of the project, then the method offered
in work [4] is inapplicable. At the same time, as will be
shown below, it is necessary not only to reject the as-
sumption of an invariable quantity of control points, but
also to change the criterion of optimality. However, in
this case it is possible to apply ideas of the information
approach.

2. Formal delivery of a problem
of formation of control points

Let’s consider a standard project about which it is
known that it can pass in concrete realization accord-
ing to various scenarios {1, 2, ..., r}. Each scenario j can
put in compliance the plan displayed by the graph of Gj
whose tops correspond to works, and arches — to logical
links between them, the ”finish to start” type. Let’s fur-
ther call such a model the scenario graph. The scenario
j can be realized with probability of D, Scenario graphs
have common tops. For simplicity, we will consider that
there is one general output top. The work correspond-
ing to it is carried out under any scenario and is the final
planned work of the project. Works and the tops corre-
sponding to them are numbered, so that each work gets
a number once even if it enters several scenario graphs.
In total, there is # of works (tops).

An example is given in figure 1, where scenarios are
possible with probabilities, p,= 0,8 and p, = 0,2 to which
there correspond the graphs G, = {1; 2; 3; 4; 5} and
G,=1{1,2;6;7;4;5}.

Y

AN

©

Fig. 1. Example of scenario graphs
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After finishing the work, a final inspection of compli-
ance of the result of the project with the established re-
quirements is always carried out. If its result is negative,
then we begin the search for the work which was execut-
ed incorrectly. At the same time, it is already precisely
known according to what scenario the project passed.
Accordingly, the scenario graph is unambiguously de-
fined and it is known among what works it is necessary
to look to find what was incorrectly executed.

There is an opportunity to plan no more than m <n
intermediate checks — control points. A check on the
work corresponding to the top of i, yields a negative re-
sult if this work is performed incorrectly or if at least
one of the previously performed works to which the tops
from which the top of i is achievable was incorrectly ex-
ecuted. Let’s consider further the setting of a task for two
cases: in the conditions of initial and residual entropy.
Moreover, we shall consider the information entropy es-
timated on Shannon’s formula [5].

The task: to construct an optimum set of control
points of the project.

2.1. Determination of initial information entropy
of a multiscenario project

Before implementing the project, we do not know ac-
cording to which scenario it is necessary to realize it. Ac-
cordingly, any of n of the works which are part of it can
be executed incorrectly. Let’s consider the project as the
object of a diagnosis [6]. Let’s enter a random variable
of N — the number of the work which can be executed
wrongly; the area of its possible values — {1, 2, ..., n}. At
the same time, when the project is complete, it is already
precisely known according to what scenario j it was re-
alized. If the finishing check yielded a negative result,
then only those works to which there correspond 7 tops
belonging in the graph G/ could be performed incorrect-
ly. Accordingly, provided that the realized scenario j is
known, entropy of a random variable of N is defined by
the expression:

H(N|G,)=-% (p;-log:p;), (1)

icG,
where Py~ probability that work of i is incorrectly per-
formed in case implementation of the project took place
according to the scenario j and the finishing check yield-
ed negative result.

Since at the planning stage it is only possi-
ble to assume with probability of 12 that the scenar-
io j will be realized, the initial entropy of H (N|J)
a random variable of N is the mean value for
H(N |Gj) and also is defined by expression

BUSINESS INFORMATICS No. 2(36) — 2016

H(N|J)=Yp,-H(N|G)). (2)
j=1
Let’s assume that in our example all works are identi-
cal in terms of the possibility of making a mistake. Then
at the first scenario (j = 1) for all i we have p, = 1/5. In
the second scenario (j = 2) for all i we have p, = 1/6. As
a result, we get:

H(N|J)=0,8ulog,5 +0,2-log, 6 = 2,37 bit.

2.2. Determination of an optimum set
of control points in conditions
of residual information entropy

Control points are established for the purpose of re-
vealing in a timely manner incorrectly performed work
or, at least, reducing uncertainty concerning what work
is performed incorrectly if the finishing check yields
a negative result. The last will allow us to reduce time
searching for incorrectly performed work.

Let’s denote the planned set of m of control points
through K . The number of various possible sets is equal
in our case to the number of combinations from (# — 1)
on m. To each of them there corresponds the residual en-
tropy of a random variable of N. Let’s denote this value as
H(N|J)| K ). Calculation of this value on the basis of the
general determination of entropy according to Shannon
demands performance of a large number of bulky calcu-
lations. At the same time, the author found a rather easy
way of her calculation: it is generalization of the method
offered in work [7].

To the concrete option of arrangement of the K
control points at each of possible scenarios j there corre-
sponds a multitude of works whose wrong performance
this set cannot define accurately before the concrete
work. Let’s designate this set through I*: Only these
works create residual uncertainty.

For example, K, set = {2; 4} under the scenario j = 1
to which there corresponds graph G, = {1; 2; 3; 4; 5}
defines unambiguously only the wrong performance of
work to which there corresponds the top 5. Therefore,
F ={1;2;3;4}.

The large set I*; consists of subsets of works the accu-
racy of which the K set defines as incorrectly executed.
In other words,

F=U % (3)
So, in the case under consideration

F={1:2}3:4}.
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It is possible to show that
HINIDIK)=Y 0, x{Y, (X, p)x

4)
Xlogz(ziefup;j ) _Zief‘] Py lngp,y}-

Let’s carry out on a formula (4) the calculation of re-
sidual entropy for our example.

The large set F| is defined above. The set of F, has an
appearance

F = {I;Z}U{6;7;4}.

Applying the formula (4), we obtain:
HI(N|D|K)]=0,8-[(4/5) - log,(2/5) — (4/5) - log, (1/5)] +
+0,2-[(2/6) - log,(2/6) + (3/6) - log,(3/6) —
—(5/6) - log, (1/6) = 1,03 bit.

2.3. Maximizing information completeness
of controls

As a measure to reduce the uncertainty corresponding
to a set of the K control points, we propose to reduce
entropy of the random variable N with respect to the ini-
tial value expressed as a percentage

H(N|J)-H[(N|J)|K,]
H(N|J)

W = 100%.

(&)

Let’s call this size the information completeness of
control (ICC).

For the example being reviewed
W=(2,37—1,03)/2,37)-100% = 57%.

Information completeness of control (ICC) is maxi-
mum with minimal residual entropy. However, it is pre-
cisely ICC which is intuitively a clear measure of quality
of the intermediate control of works which the curator of
the project can set as the initial requirement.

3. Modeling the distribution
of control points

Now, when the problem defining the optimum
arrangement of the set number of control points
executed earlier is specified by defining the criterion of
optimality, it is possible to offer a method for finding the
solution.

The method consists of the following steps.

1. On the first step, we will determine the check i, to
which there corresponds the minimum value of residual
entropy of H[(N|J)|K))]. At the same time, we use a for-
mula (4).
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2. We also find the second check i, from the principle
of a minimum of residual entropy provided that i, enters
a required set.

3. We continue adding to the set taking into account
the checks which are earlier included in i, up to m con-
trol points is established.

With such an heuristic approach to searching for pos-
sible combinations C”, is replaced with consecutive
consideration (n — 1); (n — 2); ...; (n — m) of options
of arrangement. In total for m of steps it is necessary to
compare
—m 2n—-m-1) '

2
options. So, at » = 100 and m = 10 it is necessary to
compare S = 945 options, each of which assumes per-
formance of calculations for a formula (4). At the same
time, full search would demand comparison of 1,73-10"
options of arrangement of control points.

S

One must pay attention when implementing the
project that it is not necessary for each of m planned
checks be executed, since some of them can correspond
to the works performed under scenarios which will not
arise under this concrete implementation of the project.

Presently the author is developing a program complex
for realizing the method proposed. One of the main ele-
ments of component checking efficiency of the heuristic
approach is based on ideas of modeling implementation
of the project [8, 9]. As alternatives in terms of efficien-
cy, search methods on graphs [10] are being considered.

Ifthe curator of the project sets the required ICC, then
under the conditions formulated in section 2, the prob-
lem of arranging control can be formulated as follows:
to establish the minimum numbery of control points so
that the ICC reached was not less than required.

The problem can be solved by a method similar to the
one offered above, with the difference that addition of
a set continues until the required ICC is reached or ex-
ceeded.

Conclusion

In this article the following new results are set out:

1. We introduced the concept of information com-
pleteness of control of the project, realization of which
makes several scenarios possible.

2. We have proposed methods of choosing the points
of control in multiscenario projects for two cases:

4 when it is necessary to maximize information com-
pleteness of control with a given number of control
points;
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4 when it is required to define the minimum set of
control points providing the required information com-
pleteness of control.

The results obtained will be in demand, first of all,
among heads of design offices of large construction
companies realizing standard projects in various natural
and climatic conditions. In their practice practically all
projects [11] are multiscenario. Such results can also be of

use the practice of the Ministry of Emergency Situations.

A program complex compatible with the main CASE
control facilities projects which observe the principles
of the Project Management Body of Knowledge (PM-
BoK) is being developed for realization of the methods
offered by the author. The basis of a complex is provided
by methods of imitation modeling for the implementa-
tion of multiscenario projects. |

L.
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AHHOTAIMA

Cratbs TTOCBSIIEHA MPOGJIEME KOHTPOJISI peaTi3alliid MYJIBTUCLIEHAPHBIX IIPOEKTOB, MTPH IJIAHUPOBAHUK KOTOPBIX
HEeOoOXOIMMO MPEIYCMOTPETh HE OMH, a HECKOJIbKO CLIEHapUEB BbIIMOJIHEHMs, OTIMYAIOLIUXCS IPYT OT APYyra COCTAaBOM
pabor. B KauecTBe MeTOma KOHTPOJISL IMPEMIATACTCS MPOBEIEHME IPOMEXYTOYHBIX IPOBEPOK. 3amada COCTOWUT B
TOM, YTOOBI ONPEAETUTh IOCJIEe BBITOJTHEHUS KaKUX paboT 3TH MPOBEPKU HEOOXOOUMO OCYIIEeCTBIATh. [IpemnoxkeH
IBPUCTUYECKUI METOI pelleHUs] JaHHOW 3aJayd Ha OCHOBaHMU MH(MOpMalMoHHOro monxoma. OH COCTOMT B TOM,
YTO MECTa BBIMOJHEHMs MPOBEPOK (KOHTPOJbHBIE TOUKM) OMNpENESSIIOTCS MocienoBarebHo. Kaxkmasi mpoBepka
BBIOMpPAETCS TaK, YTOOBI OHA JaBajia MaKCMMyM MH(opMatinu (1o [lleHHOHY) OTHOCHUTENIBHO TOTO, KaKasi paboTa 13 yKe
3aBEPILIEHHBIX BHIIOJIHEHA HEIIPABUIILHO. B pacueTax y4MTHIBAIOTCS HE TOJILKO PaHEE YCTaHOBIEHHBIE KOHTPOJILHEIE
TOYKH, HO Y BEPOSITHOCTH peaIM3allny Pa3IMIHBIX CLICHAPHEB BBITTOJTHEHMS TUAaTHOCTUPYEMOTO TTPOEKTA.

TIpemioxkeHo pelleHWe IJIST ABYX HauboJiee BaXXHBIX IMPAKTUYECKUX CIIydaeB: KOTIA YMCIIO IOIMYyCTUMBIX
MPOMEXYTOUHBIX MPOBEPOK 33aJaHO, M KOINA WX YMCIO HE 3aJaeTcsl, HO TpeOyeTcs AOCTHMXKEHME OMpenesIeHHOTO
YPOBHSI MH(MOPMAIIMOHHOM MOJIHOTHI KOHTPOJIsI. Ha mpakTuke 4uciao mpoMeKyTOUHBIX IIPOBEPOK OrpaHUYMBAETCS
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CBepxy OIOIKeTOM 3aTpaT Ha KOHTPOJIb, KOTOPHIN BHIAENSIET CHMOHCOP TpoekTa. MHdopManmoHHas TOTHOTA
IMarHo3a, B CBOIO 04YepeNib, 00paTHO MPOIMOPIIMOHATBFHA PUCKY TOTO, YTO HEMPABMIHLHOE BBHITIOJIHEHHE TIPOEKTa OyIeT
00Hapy>KeHO TOJIBKO IO €T0 3aBepIleHUU. B CBsI3U € 3TUM pYKOBOIUTENb TPOEKTA TPEOYET, YTOOBl MH(MOPMAIIMOHHAS
MOJIHOTA KOHTPOJIs1 ObLIa HE MEHBLIE ONPEAEICHHOTO YPOBHSI.

IMonyyeHHBIE pe3yJBTaThl BOCTPEOOBAHHEI B MEPBYI0 OYepedb PYKOBOOUTEISIMU MPOCKTHBIX O(PHCOB KPYITHBIX
CTPOUTEIBHBIX KOMITAHWIA, pEATM3YIOIIMX TUIIOBBIE IIPOEKTHI B PAa3IMYHBIX IIPUPOIHBIX M KJIIMMATUYECKUX YCIOBUSIX
(B MX MpaKTUKE MYJIbTHCLIEHAPHBIMU SIBJISIOTCS IPAaKTUYECKU BCE IMPOEKTHI). Pe3yabraThl TakxkKe MOTYT OBITh
BOCTpeOOBaHbI B TpakKTMKe MUHUCTEPCTBA 0 Ype3BblYaitHbIM cutyauusm (MYC).

KnoueBbie cioBa: CJI0XKHBIN IIPOCKT, KOHTPOJIbHBIC TOYKU, ITPOBEPKHU, I/IH(bOpMaL[I/IOHHaH IIOJIHOTA.

IMutuposanue: Maron M.A. The choice of control points of projects taking into account possible change of structure
of works // Business Informatics. 2016. No. 2 (36). P. 57—62. DOI: 10.17323/1998-0663.2016.2.57.62.
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Abstract

In contemporary society, teachers often have to deal with a multicultural student audience, both
in a traditional format, and in the process of online training. In general, the culture of each country
has an impact on the educational process and largely determines is. This, in turn, implies a uniqueness
of the educational content, objectives, value and tasks of education, teaching methods, pedagogical
discourse, specifics of building an educational path, etc.

This paper traces the relationship between the cultural influence and educational practices expressed
in target, value and communication formats. Many teachers call attention to the problem of constructive
knowledge transfer in a multicultural teaching environment as the main problem in this context, in
addition to the specifics of cognitive, communication and psycho-pedagogical factors. However, the
multicultural environment is taken to mean not only national differences, but also a different previous
professional “background” (this refers to students of master’s programs, etc.).

In this paper, we share the experience of selecting criteria for the possibility of building a cultural
cognitive model of communication with students (tactical and strategic methods of developing various
types of discourse) in order to optimize the teaching process in the multicultural environment. The
criteria based on which a new-generation multicultural educational environment is to be built and which
is able to provide constructive knowledge transfer are presented as follows: communication criterion
(change of traditional communication forms in the “teacher — student” system), methodological
criterion (emergence of the cultural and adaptive methods of work with educational information),
content criterion (differentiation and possible inhomogeneity of the educational content in the
educational process) and information criterion (development and use of educational resources taking
into account cultural specifics of information perception and handling). The aforementioned points, in
turn, cannot but affect the transformation of some institutes of the existing information and pedagogical
environment.

Key words: polyculture educational environment, cultural-cognitive profile, educational cross-culture.
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Introduction

urrently a multicultural student audience is by
no means an unusual occurrence. This applies
both to the traditional educational format and
to remote educational practices. As a result of a survey
of teachers carried out by the authors, who have profes-
sional experience in a multicultural teaching environ-
ment, a number of difficulties have been identified. They
are specific in particular to these types of student audi-
ences and have no place in monocultural environments.
Among these are various familiar models of commu-
nication with a teacher, specific features of presenting
teaching information and educational content, deci-
sion-making, the attitude towards creative approaches
in the course work, an ambiguous understanding of the
academic pursuits and terminology, the preferred type
of monitoring and measuring materials, etc. In this case,
we face such the phenomenon of educational cross-cul-
ture. In the context of interest to us, educational cross-
culture is a combination of three elements:
1. teacher culture (national and professional);
2. student culture (national and professional);
3. semiotic environment (of educational institution or
online resource) and thesaurus of the course unit.

A multicultural education environment is essentially
an educational cross-culture. Educational cross-cultureis
an environment covering a collection of heterogeneous
information and pedagogical environments which are
interacting in the format of educational communication
and learning activity and are in a “diffuzziness™ state.
The original cross-culture (culture “native” to an indi-
vidual) is a semiotic education, discursively expressed in
the form of thesauruses and elementary knowledge dic-
tionaries and reflecting the pragmatic specifics of educa-
tional communication processes.

In this context, it is reasonable to bear in mind the etic
and emic approaches [1] — as approaches providing a
means for a both culture-specific and invariable look at
the teaching process in the multicultural environment
(Table 1).

Table 1.
Differences between etic and emic approaches
in the educational context

Emic approach | Etic Approach

Studies behavior in the “teacher —
student” system outside the system

Studies behavior in the “teacher —
student” system within the system

Studies a variety of cultures

Studies only one culture in the comparative context

Criteria are correlated with the
internal system characteristics

Study criteria are considered
as absolute and universal

The method of cross-cultural study in the educational
process has become an “environmental” method ex-
pressed in the study of student micro- and macro-en-
vironments. Inasmuch as any study of a person’s envi-
ronment is associated with the re-direction — from an
individual to the environment and from the environ-
ment to an individual — in order to optimize communi-
cation processes in the multicultural teaching environ-
ment G. Hofstede’s parametric model was selected and
is presented in the context of educational situations [2].
The purpose of this article is to present possible diffu-
sion processes in educational environments or knowl-
edge transfer in a multicultural environment using the
environment-education language, so that the teaching
process may predict reactions of people from different
cultural environments. The problems of student adapta-
tion to a foreign environment will be understandable if
we are able to adjust our professional pedagogical behav-
ior in communication when communication difficulties
come up. In other words, a constructive pedagogical ac-
tion minimizes culture shock and semantic distortions
in the communication environment of the educational
cross-culture. What does a teacher need to know for
this? The answer to this question is one of the research
objectives of cross-cultural didactics.

In previous papers, the authors have formulated the
basic provisions of cross-cultural didactics, including
the concept of a cultural-cognitive personality and au-
dience profile, national and professional styles of think-
ing, information handling, culture-specific educational
discourse, etc. [3, 4]. Depending on these parameters,
an adaptive style of teaching can be selected to under-
stand the cultural and cognitive specifics of a student
and, thus, the selection of appropriate content, meth-
ods, discourse, monitoring and measuring materials, as
well as motivational and axiological determination.

1. The problem of knowledge transfer
in a multicultural audience.
The specifics of communication in the “teacher —
student” system in different cultural groups

It is culture that largely determines the communica-
tion specifics in the “teacher-student” system. In the
East, the teaching process is initiated by the Teacher; in
the West, the Teacher acts more as a coach, an accom-
panying person. The theory of G. Hofstede [2] consid-
ers all cultural components and determines their impact
on the interaction in the learning process ( 7able 2—5).
This data indicates that the higher the power distance,
the greater the need to recognize the status of a teacher,
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and the fewer discussions can be conducted with him. In
the countries with a very high power distance, a teacher
should guide every step of a student, whereas when the
distance is reduced the initiative passes to the student.
The higher the index of community spirit, the worse
the activity in group discussions, and a student should
be more involved in the process by the teacher. When
teaching in masculine society, a competition and re-
sult are encouraged; in feminine society, the student’s
behavior alone is often awarded. In countries trying to
avoid uncertainty, the teacher should clearly define the
problem as much as possible, the method of its reso-
lution, terms and criteria of evaluation of students. In
cultures focusing on a long-term time horizon, students
are seeking higher education, primarily because of their
commitment to parents and society, and not due to their
needs or desires.

Table 2.

Distance power in the context
of the educational process

Low distance power ‘ High distance power
Teacher-centered model.
Initiative is not encouraged
and comes from the teacher.

Student-centered model.
Initiative is encouraged.

Communication is initiated
by the teacher.

Communication is initiated
by students.

The teacher encourages his
students to select their own
way of leaning.

Students build an educational
path based on pre-agreed
models.

Students are allowed to come into
conflict with and criticize the teacher.

Students are not allowed
to come into conflict with
and criticize the teacher.

The learning efficiency is a two-sided
process. Permanent feedback
and interactivity are important.

Learning efficiency depends
on the teacher and is subject
to him.

Table 4.

Feminine and masculine
measures in the context of educational communications

Feminine cultures

Orientation to an average student

‘ Masculine cultures

Orientation to the best student

A feature like an ability to adapt to
the team is considered to be valuable.

Academic success is
considered to be valuable.

Conflict-free and ability to work
in team.

Ability to present own achieve-
ments and unique character.

Correct behavior, moderation in all

things are encouraged.

Distinguishing their team
is encouraged.

Students select subjects based
on their personal interests

Students select subjects,
focusing on their benefit
for their future career.

Table 5.

Index of accepting
an uncertainty in the context
of the educational process

Students feel comfortable outside
the schedule and regulations.

Students feel comfortable under a
tough schedule and regulations.

The teacher may say, “l do not
know.”

The teacher must be competent
in everything.

A good teacher use plain
language.

A good teacher uses academic
language.

Students prefer an innovative
approach.

Students are encouraged to be
accurate and compliant with the
predefined requirements.

Teachers consider disagreements
on subject issues a stimulating
factor.

Teachers consider disagreement
on subject issues as personal
disloyalty.

Table 3.

“Individualism — collectivism” parameters
in the educational process

Collectivists

Students speak only when asked
and encouraged by the teacher.

‘ Individualists

Any question may be a discussion
in nature.

During the authors’ theoretical research and its prac-

Individual speaking is encouraged
only in small groups

Individual speaking and opinions
are always encouraged.

Harmony and emotional comfort
are dominant in the learning
process.

Confrontation, clash of opinions
and disagreements are a normal
part of the learning process.

Neither the teacher nor the student
should “lose face” in educational
communication.

“Loss of face” is a sign
of professional incompetence.

The teacher can give an easy time
in some cases, making allowance
for an individual relation.

Common requirements
for everybody.

BUSINESS INFORMATICS No. 2(36) — 2016

tical approval, a model cultural cognitive profile of a
student is proposed, consisting of cognitive, emotional
and cultural components and enabling us to predict
specifics of teaching activity in the multicultural envi-
ronment. This model enables a student to constructive-
ly build his individual educational path, and enables a
teacher to ensure necessary adaptation of the educa-
tional content, methods, test materials, communica-
tion strategies, etc.

2. Cultural — cognitive profile
of a multicultural student audience

The tables above make it possible to construct a cul-
tural-cognitive profile of a student (if necessary, a group)
and select techniques of effective teamwork. Thus, it is
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possible to select a communication strategy in each sub-
group of the study group. Based on these tables, the first
class assignments for submission can be also done, e.g.
in mathematics using the mother tongue for each stu-
dent (taking into account that the Russian language is
almost a mother tongue in the subgroup of students from
CIS countries,). The authors always selected mathemat-
ics as the first assignment for submission as a carrier of
abstract knowledge with the universal semiotic system
and, therefore, having the least amount of stress compo-
nent in communication with students. The assignment
for submission is divided into three levels of complexity;
the choice is free. Only some parameters of interest to us
in terms of a specific situation of the pedagogical proc-
ess or research can be taken from the proposed scheme
for the model.

As a result, the cultural-cognitive models of students
and their teaching style can be “derived”. Let us cite as
an example a quite limited and polar vision of features of
the educational communication in a culturally-specific
context. In practice, there can be a good many options
(Table 6).

3. Philosophy of pedagogical constructivism
in a multicultural environment

The educational process in a multicultural environ-
ment is provided at three levels

1) “Person-to-person” level (face-to-face communi-
cation);

2) “Person-to-electronic educational milieu (EEM)”
level (remote or mixed communication);

3) “Adaptive learning content — invariable learning
content” level.

At the “person-to-person” level, as mentioned above,
depending on the cultural-cognitive profile, a learning
style, appropriate content, methods, discourse, moni-
toring and measuring materials, motivational and axi-
ological determination can be selected. In particular,
methods and techniques of interactive didactic support
of students in a virtual multicultural teaching environ-
ment are of great interest. The consideration of cultural
and pragmatic aspects in designing the structure, con-
tent and interface of electronic textbooks and teaching
environment, implying a set of pedagogical instruments

Table 6.

Criteria for building communication in a multicultural educational environment

Criteria ‘ “Western” cultures

Forms and specifics

A keynote of verbal-audio and visual type of information
perception; tendency to abstraction and search for

‘ “Non-Western” cultures

A keynote of audio and kinesthetic style of information
perception; tendency to search for similarities; inductive

of structuring differences; deductive method of thinking; context method of thinking; context dependence; information framing
information independence; information framing - accurate - full (not always accurate) picture of what is happening;

classification and the tree of knowledge use of intuition and figurative-narrative discourse

Heuristic and problem-search technigues; paradigms Recepti : . ;

; oy N SO . ptive and reproductive methods; paradigms of

Methods used 82 ngedslllng teaching information - interactive, discussion, handling teaching information - information broadcast.
Specifics of educational Interactive, multimedia available for additions ; - .
o and corrections Basically, text content which usually cannot be adjusted

Teaching process Interactive, student-centered

One-sided, teacher-centered

Relation to errors during the

learning process process

Errors are perceived as a natural part of the learning

Errors are often associated with “loss of face”

General characteristics of
monitoring and measuring

materials (MMM) on the issue

Selection of one possibility or the author's position

Aimed at broadcasting specific answers, almost complete
lack of assignments showing the author's position
and creativity

Communication content “Low-context” cultures

“High-context” cultures

Discourse objectives

and values Expression of individuality

Maximum unity with the team, preservation of harmony

Dominant styles of discourse | Discussions and debates

Narrative

Dominant emotional

parameters of discourse Moderation, self-control

The message content is primary, the context is
secondary. Cognitive style of information exchange.

Context plays a dominant role. More significant is
“as they say”, and not “what they say”. Avoidance
of discursive confrontations

Linear argumentation based on facts.

el TS RiEEls “The fact-fact-fact-conclusion” (induction)

An extensive argumentation.
“The conclusion is the evidence” (deduction).
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(specifics of motivation, specifics of presenting educa-
tional materials, processing, monitoring, and feedback)
is of no little interest.

At the “person-to-EEM” level, consideration is given
to problems of educational cross-culture in the process
of remote or blended learning. It is necessary to high-
light the main areas of education “smartization”:

<> developing cultural intelligence, forming and build-
ing teachers’ competence in the area of cross-cultural
didactics, learning problems of the best practices with
multicultural audiences;

<> systematic understanding, the constructive building
of an individual educational path in EEM, adapting and
using the best international practices in this area;

<> problem of an appropriate selection of multimedia
technologies and teaching methods for various cultural
groups;

<> role of unique features of the learning style when
interacting with intelligent tutorial systems.

“Adaptive educational content — invariant educational
content”. Adaptation means an adaptation of educa-
tional information, methods and monitoring and meas-
uring materials to the specifics of a student, as well as
compilation of cultural-specific elementary dictionaries
on the subject (the ambiguity of terminology in differ-
ent languages). The invariant content implies a compi-
lation of universal elementary dictionaries in subjects or
semantic maps.

Therefore, at the first level of the educational proc-
ess, it is important to develop cultural intelligence in a
multicultural environment as an ability of educational
communication subjects to understand little-known
contexts, and adapt to them; at the second level — EEM
having a cultural intelligence should be designed; and
at the third level — an adaptive, in some cases, on the
contrary, an invariant educational content (elementary
dictionaries of knowledge in subjects) should be formed.
This multi-step approach enables us to make the knowl-
edge transfer process in a multicultural environment
more constructive.

Based on the definitions of relevant subjects of aca-
demic disciplines, their connection can be searched for.
The educational experience suggests the need to search
for subject domain models (either specific or abstract)
allowing us to interpret the knowledge studied. There-
fore, generally a problem of intersubject connections in
various schools, i.e. secondary and higher, comes up. It
should be noted that the concept of “interdisciplinary
connection” is more general than the concept of “inter-
subject connections”. The latter concept is interpreted
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by us as a connection between the scientific knowledge
subjects learned in course units. Therefore, the prob-
lem discussed in this article can be extended to the in-
ter-subject connection of mathematics with the mother
tongue. In other words, at a level of development of the
invariant educational content we design an environment
of quite predictable set of reactions. While investigating
the language relationship, we solve several tasks: deter-
mining the performance level (mathematics), defining
an emotional component of learning (interest, sociabil-
ity, goal setting), preference in decision making. Having
obtained answers to these questions, we have the pos-
sibility to adjust the communication strategy in the real
educational process in accordance with the strategies set
out in Tables 3—5. The cross-curriculum connection is
provided at a level of elementary concepts of the sub-
jects, i.e. mathematics and mother tongue. To do this,
an elementary dictionary (if possible) or a minimum
first-level dictionary should be created, with a corre-
spondence set up afterwards between them. It is known
that the elementary mathematics dictionary studied in
secondary school was proposed in the paper [5].

The first-level concepts of a minimum dictionary
can be formed in a natural way, using elementary con-
cepts. Depending on the learning needs, it is possible
to construct the following levels of concepts using from
fifteen to nineteen concepts of the elementary diction-
ary, thereby forming the following levels of knowledge.
Further on, the words from the elementary dictionary
should be translated into the verbal environment native
for a student through examples, thereby fixing the “is-
lands” of stable knowledge in a learning environment
new for him. This, in turn, on the one hand, entails a
reduction of the stress load on a student in the learning
process, and on the other hand, contributes to the study
of theoretical and practical material in the new language
environment.

The educational environment model can be built as
a linguistic model based on papers of K.S. Fu and L.A.
Zade [6]. Let us assume that A= {a,, a,, ..., a,,} are words
of the elementary dictionary; B is a set of words of the
natural dictionary, which are not terms, including a uni-
versal mathematical semiotic system Q (i.e. Q< B)); P
are rules of addition (linking, output) of words from 4 and
B . As a result of using the rules for elements from A, set

B, = {x| x=a,f3

N

,a,€B,, B.eP, (i=m, |s| < oo)}

1

is formed, representing a set of terms obtained as a result
of actions with elementary concepts.

Let us call set G = {4, P, ..., B } a grammar, words
X = a, 3, from a higher level (as compared to the elemen-
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tary vocabulary) dictionary; B, — terminological dic-
tionary contained in the thesaurus. Then

L(G):{x|xeBT/\AL>x}

will be called a language (in our case a mathematical
language of the secondary school). Let us consider a
triple <L(G), T, E), where 7= {T } are specific instruc-
tional devices and their combinations (set 7' is finite).
In this case, the environments: individuals (microenvi-
ronments), teaching environment and other environ-
ments are combined. Let us bear in mind that a number
of sub-environments are finite, and they tend to vary
over the course of time. Therefore, the environment
under study will be called an educational individual
environment.

4. Design philosophy
of educational web-resources
for a multicultural audience

Based on the analysis of parametric theory of G. Hofst-
ede [2] in the context of the educational process, research
of A. Marcus [7], and the theory of cognitive styles of R.
Nisbett [8], theoretical guidelines to manage the structure
and design of cultural and adaptive Web User Interfaces
have been developed. Here are some of them.

The following criteria are specific for the indicator
“Individualism — Collectivism”:

— Metaphoras:
4 Individualism: focuses on actions, instruments, ob-
jectives;
4 Collectivism: focuses on connections, relations be-
tween the objects, content;

— Mental models:

4 Individualism: focuses on product, objective; target-
ing to implementation and maximization of per-
sonal goals and achievements;

4 Collectivism: focuses on the role, duty; models di-
rected to socio-political and cultural goals and un-
derestimating the significance of personal achieve-
ments;

— Navigation system:

4 Individualism: global (overall) and a customized
navigation system; individual areas (popular elec-
tions, elections of famous people); the system re-
mains unchanged regardless of the user’s role; the
ability to customize some functions;

4 Collectivism: contextual navigation system; general
and official elections focused on groups of people;
the systems vary based on the user role;
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— Interaction:

4 Individualism: keyword search; focuses on active
measures; possibility of using several devices; user-
customized system.

4 Collectivism: limited interaction; officially adopted
devices are available; management depends on the
user role;

— Visual component:

4 Individualism: emphasis on personal success, ben-
efit, objectives and purposes; success is expressed
through materialism and consumerism; image of
the younger generation, individuals, and active ac-
tions; the content is focused on personal achieve-
ments, new and unique products and concepts;
expression of personal opinion of the users is wel-
come, discussions are encouraged; generally, users
are not required to provide personal information;
low context; active dynamic speech; direct access
to the user as an individual;

4 Collectivism: emphasis on institutional success,
objectives and relationships; success is expressed
through representation of social and political pro-
grams; images of adult and experienced leaders and
groups of people are presented; the content high-
lights group achievements, history and cultural tra-
ditions, contains official slogans and elections; ex-
pression of a personal opinion is not encouraged;
high context; official terminology; formal style of
speech; appeal to the user as a part of society, pro-
nounced unity with others.

For all other Hofstede model parameters, conformity
expressed in the influence of cultural indicators on the
specifics of user interaction with an Internet resource
can be also traced.

Conclusion

The appearance of the information environment has
initiated the emergence of educational cross-culture,
which, in turn, led to a certain kind of system variations
that, in one way or other, are reflected in transforma-
tion of elements of managing information and the ed-
ucational environment. The criteria on which to base
a new-formation multicultural educational environ-
ment able to provide a constructive knowledge transfer
are represented as follows: communication criterion
(change of traditional forms of communication in the
“teacher — student” system), methodological (appear-
ance of the cultural and adaptive methods of work with
educational information), content (differentiation and
possible inhomogeneity of the learning content in the
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educational process), information (development and
use of educational resources taking into account the cul-
tural specifics of information perception and manage-
ment). These points must affect the transformation of
some institutions of the existing information and educa-

tional environment and will entail the creation of adap-

tive tutorial centers, cultural online simulators, as well as
intellectual tutorial environments possessing a cultural
mental capacity.

This multi-stage approach will enable us to make the
knowledge transfer process in a multicultural environ-
ment more constructive. B
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AHHOTALUA

B coBpeMeHHOM 06I1IeCTBE MPEITOaaBaTE/SIM YaCTO IPUXOIUTCS CTATKMBATHCS C IMTOJIUKYJIBTYPHOM CTYIEeHYeCKOM
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cneuu@UKU, BBIIEISIOT MPo0eMy KOHCTPYKTUBHOTIO TpaHcepa 3HaHUI B MOJUKYJIBTYpHO# yueOHo# cpene. [1pu
5TOM IOJ IMOJHUKYJIBTYPHOR Cpenoil Mbl MOApa3yMeBaeM He TOJbKO HAllMOHAJIbHBIE Pa3IM4Msi, HO U Pa3IU4HbIiA
MpeaIeCTBYIONINI Ipo(eCcCHOHAIbHBIN «09KIpayHI» (3T0 KacaeTcsl CTYASHTOB MaruCTePCKUX MPOrpaMM M T.11.).
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MOIEINPOBAHUE COLIMAJIbHBIX U DKOHOMUNYECKHUX CUCTEM

B maHHOIT paGoTe MBI IEIMMCS OIBITOM BBIIEIEHWS KPUTEPUEB UISI BOBMOXHOCTH ITOCTPOEHUST KYJIBTYPHO-
KOTHUTUBHOI MOMIENIU OOIIEHUS CO CTYAeHTaMM (TaKTMYECKMX U CTPATETMYECKUX IIPUEMOB Pa3BUTUSI Pa3IMIHBIX
TUIIOB AUCKYpCa), C LIEIbI0 ONTUMHU3ALMK YIeOHOTO Tpoliecca B MOJUKYJIBTYpHO# cpene. Kpurepuu, 1Mo KOTopbiM
JNIOJDKHA CTPOMTHCSL TIOJUKYJIBTYpHasi oOpa3oBareibHasi cpeaa HOBOM ¢opMaluM, CIocoOHas obecrneyuBaTh
KOHCTPYKTHUBHBIN TpaHchep 3HAaHMi, TPEICTaBISIOTCS CIEIYIOIMIMM 00pa3oM: KOMMYHUKALIMOHHBIA KPHUTEPUiA
(M3MEHEHUE TPaAVIMOHHBIX (OPM KOMMYHUKALIMM B CUCTEME <«IIperojaBaTe]ib — CTYICHT»), METOOUYCCKUI
(TosIBJIEHNE KYJIBTYPHO-aJallTUBHBIX METOMIOB paOOTHI C yueOHO MH(pOpMAaLIKeii), KOHTEHTHBIN (nuddepeHumranms
M BO3MOXHAas HEOTHOPOZHOCTb Y4YeOHOro KOHTEHTa B 00pa30oBaTeIbHOM IIpolecce) M MHGOPMALIMOHHBINA
(pa3paboTKa 1 UCIIOJIb30BaHKe 00pa30BaTeIbHbIX PECYPCOB, YYUTHIBAIOIINX KYJIBTYPHYIO CHeLIU(UKY BOCIIPUSTUS U
paboTsl ¢ uHopmanueii). [lepedrcieHHbIe TyHKTHI, B CBOIO OYEPE/lb, HE MOTYT HE OTPa3UThCsl Ha TpaHChHOPMaLIMKU
HEKOTOPBIX HHCTUTYTOB CYIIECTBYIOIIECH MHMOPMAaIMOHHO-TTENarOrM4eCKOi Cpebl.
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Abstract

The article examines a system for controlling the ecological modernization dynamics of enterprises developed
with the help of simulation modelling methods and implemented using the example of the Republic of Armenia
(RA). The system has been developed for strategic decision-making directed at modernization of enterprises of
RA, their transformation from an initial non-ecological state towards the state of ecologically pure manufacturing.

The main feature of the software developed is an original agent-based model describing the dynamics
of the ecological-economics system. The system has been implemented using the AnyLogic platform. This
model is integrated with a multidimensional data warehouse, genetic optimizing algorithm (modified for the
bi-objective optimization problem of an ecological-economics system), a subsystem of simulation results
visualization (Graphs, Google Maps) and other software modules designed with use of the Java technologies.

The target functionalities of the bi-objective optimization problem of the ecological-economics system are
minimized integrated (accumulated) volume of total emissions into the atmosphere and maximized integrated
(averaged) index of industrial production of the agent’s population. The problem was formulated and solved
for the first time. Moreover, values of objectives are calculated by means of simulation, as the result of activity
of all agent-enterprises in a population and taking into account their internal interaction. The 270 enterprises
of RA which are the main stationary sources of emissions of harmful substances were selected for the
research. In addition, there is a generalized agent-consumer and the agent-government completing ecological
regulation through the mechanisms of penalties, subsidies and rates of emissions fees. The simulation core is
the developed algorithm of behavior for each agent-enterprise providing the mechanism of agent transition
from an initial non-ecological state towards other possible states. At the same time, control of the evolutionary
dynamics of agents is implemented with the help of the suggested genetic algorithm. As a result, the system we
developed makes it possible to search Pareto-optimal decisions for a bi-objective optimization problem of the
agent-based ecological-economics system.
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Introduction

eciding about a modernization (transforma-
Dtion) of enterprises in the direction of ecologi-
cally pure manufacturing (low-waste) is a dif-
ficult task that requires you to develop an agent-based

simulation model in order to consider the agent-enter-
prises behavior individually [1-2].

The complex solution for such problem requires the
creation of a hybrid intelligent system seeking the best
trade-offs among possible decisions on the ecological
modernization of enterprises.

It should be noted that such intelligent systems can be
built on simulation models aggregated with evolutionary
optimization algorithms through the target functions, in
particular, with genetic algorithms [3—4].

The simulation modelling [5] is a very effective tool for
investigating the dynamics of complex systems and it can
be applied in support of a mechanism of the adaptive, in
particular, strategical control of such systems [6—7, 13].

Designing simulation models can be based on using
together the system dynamics methods [8] and agent-
based modelling [9] and as well as on the intelligent
integration of developed models with evolutionary al-
gorithms type of genetic algorithms intended for a mul-
ticriteria optimization [10].

In modern times, a novel direction is taking shape,
which is related to the creation of agent-based simula-
tions for ecological-economics systems [12]. The use of
such models to form and visualize Pareto optimal sub-
sets [14] has special interest.

Thus, this work is devoted to an original information-
analytical system designed with the use of simulation
modelling methods and it is intended for control of the
dynamics of the ecological modernization of enterprises
as implemented in the Republic of Armenia.

The main users of the system are departments of the
government ecological regulation, the Ministry of Natu-
ral Resources and Environment, the Ministry of Emer-
gency Situations and other regulators.

Initial datasets have been provided for simulation
modeling by the Center of Ecological-Noosphere Stud-
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ies of the National Academy of Sciences of the Republic
of Armenia. The system developed has been published
on the Internet and is available on the website http.//
smartersim.com/ecmodel.

It should be noted that at this stage we have investigat-
ed only problems of minimization of emissions in the at-
mosphere without taking note of other components (for
example, water pollution, soil pollution, etc.).

1. Simulation
of the ecological-economics system

The formal description of the model and bi-objec-
tive optimization problem of the ecological-economics
system will be considered below. Thus, the system has
some target functions. They are the Integrated Vol-
ume of Total Emissions (expected and accumulated for
the simulation period that equals a period of strategic
planning) and the Integrated Index of Industrial Pro-
duction. The main objective consists in searching for
the best trade-offs allowing you to maximize the first
objective and minimize the second objective through
rational control of the dynamics of transformation of
agent-enterprises from their initial non-ecological
state toward a target state of ecologically pure manu-
facturing.

There are 270 agent-enterprises characterized by sig-
nificant emissions levels, the generalized consumer and
agent-government that carry out ecological regulation in
the model.

Let’s denote:

+je{l,2,.., J(H} —the index of the agents-enterpris-
es having stationary sources of emissions;

+ 5,€ {1,2, ..., Sj(t)} — the index of stationary sources
of emissions of j-th agent-enterprise (if the parameter
;= 0, then the 5, -th source of emissions is closed, if
;= 1, then the sj—th of emissions is saved);

*teft, ,+1, ..., f,+T} — the simulation time by
years ( T'the strategical planning horizon, that equals ten

years: 2016 — 2025);

+ 5j € {1, 0} — the matrix of transitions between pos-
sible states of for an j-th agent-enterprise — the control
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parameter, that sets up with the help of suggested genetic
algorithm (if 5/. =1, the transition from the current state
to new stats for an j-th agent-enterprise is allowed, if
d,=0 the transition is blocked);

+ stj(t) e{l, 2, 3, 4} — possible states of an j-th agent-
enterprise (if st/.(t) =1, it is non-ecological manufactur-
ing, if stj(t) =2, it is partial modernization, if stj(t) =3,
it is ecologically pure manufacturing, if stj(t) =4, itisa
closed enterprise);

+ /lj(t) — the share of subsidies in the investment ex-
penditure of an j-th agent-enterprise that will be paid in
the case of transition to the state of a partial moderniza-
tion. It is set up by an agent-government (0 < /lj(t) <1);

+ qj(t) — the share of penalties in the profit of an j-th
agent-enterprise that will be paid in case the emission
limit is exceeded. It is set up by an agent-government
O<n(n<1);

+ Ej(stj(t)) — the total emissions of an j-th agent-en-
terprise that depends on its current state stj(t) e{l, 2,
3,4} If stj(t) =1, the volume of the total emissions is a
maximum. If stj(t) =4, there is no emissions;

+ E/ — the limit of total emissions for j-th agent-en-
terprises, which is set up for each agent-enterprise in-
dividually (taking into account the geographic location,
remoteness from settlements and other parameters);

+ Vj(stj(t)) — the volume of output of an j-th agent-
enterprise that depends on its state stj(t) e{l, 2, 3, 4}.
While the state of the agent is changing, its volume of the
output that depends on the production capacity and the
production efficiency is changing, too. Production ca-
pacity is going down and production efficiency is being
increased in the process of the ecological modernization
of an agent-enterprise.

+ Vj(t —1) — the volume of output of an j-th agent-
enterprise for a previous year;

A0
+ 2’— — the index of the physical volume of
J=1 V, (t - 1)
industrial production for a population of agent-enter-
prises;
J(1)

+ 2 E (t) — the total emissions for the population of
Jj=1
agent-enterprises;

+ Pj’(stj(t) € 1) — the profit of an j-th agent-enterprise
calculated for the first state of a non-ecological manu-
facturing;

+ f}”(stj(t) €2) P/.”’(stj(t) € 3) — the profit of an j-th
agent-enterprise calculated for the second and the third
states of a partial and full state respectively;
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+ zj(t) — the relative ecological ranking of j-th agent-
enterprise:
E.(H)
4,0 =5

2 E®

4 p(f) — a small random number (generated by the
randomizer);

ey

4+ {r,, 1), 7} — the known time delays that relate to
transitions to new states (in the range of 1—3 years),
which are caused by the inertial process of the ecological
modernization.

The suggested algorithm of agent-enterprise behav-
ior is based on analysis of potential advantages of tran-
sitions to new states through the ecological moderniza-
tion if appropriate financial possibilities are available.
At the same time, the agent-government can incentiv-
ize such transitions, in particular, through the subsidies
and penalties, and the growth of emissions fee rates. As
a result of this, the ecologically regulated profit will be
more for a new state for an agent-enterprise. Hence,
the new state is preferable for the agent. On the other
hand, the agent-government can restrict such transi-
tions with the help of technological and financial limi-
tations.

If J, (9) =1, the speed of the ecological modernization
of an j-th agent-enterprise will be maximum, however
this also causes reduced production capacities and even
the full closure of the enterprise if the ecological laws
and limitations are exceeded for some years.

Such an effect for the population of agent-enterprises
can cause a reduction of the integrated index of indus-
trial production.

Thus, possible states of an j-th agent-enterprise are:
1, iftet, orst, (1) ¢ 12, 3, 4},
2,ifo,(t—71)=1 and
( P ( st (1) e 2) > }?i’(stj(t) 5 1) orz,(t) = p(t)),
3, ifo(t—1,)=1 and
(ij(stj (€3)= P (st (1) €2)orz,(t) = p(t)),
4, ifo,(t-1,)=1 and (Ej (t)> E(t) and
o, =0forall s €{l, 2, ..., S, (t)})

2

The formula (1) means that each agent-enterprise
considers its ecological state regarding the whole popu-
lation of agent-enterprises.
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If growth of total emissions for the agent-enterprise
regarding other agents is observed, the probability of its
transition to a new state is increasing too.

At the same time, the main factor having an impact on
such transition is the estimation of the potential profit in
comparison with the current profit which is completed
by the agent-enterprise, as well as the external control
g(nefl, 0}.

We can now formulate the bi-objective optimization
problem of the ecological-economics system.

The problem. The need to maximize the Integrated
Index of Industrial Production and to minimize the In-
tegrated Volume of Total Emissions for the whole popu-
lation of agent-enterprises:

to+T J(1) V (t)
5 @ |:2 ZV (1—1)]

t=ty j=1

to+T J (1)
| 3550

1=ty j=1

3

under restrictions:
5,0 ef1; 0},
st(nell, 2,3, 4}
0<n(n<1,0<i()<1

jell, 2, ., J)
relty, ,+1, ..., 1,+T}.

and other restrictions having a clear economic sense (for
example, the limit of investment capital).

In work [1] we see the description of the main model
characteristics of the ecological-economics system of
the Republic of Armenia in more detail.

The problem (3) was solved with the help of the genetic
optimization algorithm that was developed, as modified
for application in multi-agent large-scale systems [10]

Such an algorithm is related to the type of the SPEA2
(Strength Pareto Evolutionary Algorithm). Its base im-
plementation is described in the work [11]. In contrast to
the previously developed algorithms of SPEA u SPEA2,
the genetic algorithm suggested in this work was adapted
for the problem of binary control of transitions between
possible states of agents. Hence, it takes into account the
specifics of multi-agent simulation systems under opti-
mization.

As a result, the minimization of agents target functions
(on the level of fitness-functions) is carried out without
coding (and decoding) of appropriate chromosomes in
the discrete decisions space, limited by possible states of
an agent.
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The aggregation of the genetic algorithm with the sim-
ulation model on the agent level allows us to improve
significantly the time efficiency of the procedure for
seeking non-dominated decisions (Pareto optimal de-
cisions), because it reduces the length of chromosomes
and the population size significantly.

Thus, the use of the suggested genetic algorithm for
the control of agent transitions is necessitated firstly by
the large-scale optimization problem (the evolutionary
dynamics of 270 agents having many of their own pa-
rameters is optimized for a horizon of planning equal to
10 years). Secondly, it is necessitated by the specifics of
the needed evolution of non-dominated decisions with-
out using the difficult operations of coding and decod-
ing chromosomes, which usually precede operations of
crossing over and mutation.

2. The software
system developed

The system developed is intended for those seeking the
best trade-offs in the context of the bi-objective optimi-
zation problem (3) considered and it allows us, in par-
ticular:

4 To simulate “What-1F” scenarios for the analysis of
effects of different parameters of the government eco-
logical regulation system on the main characteristics of
the ecological-economics system (for example, on the
dynamics of total volume of emissions; on the number
of diagnosed diseases caused by emissions in the atmos-
phere; on the number of non-ecological, partial ecologi-
cal, closed enterprises; on equilibrium fee rates for emis-
sions by kinds of emissions, etc.).

4 To form the subset Pareto optimal decisions to seek
the best trade-offs. That means to carry out optimization
experiments for the bi-objective problem of the ecolog-
ical-economics system considered, target functions of
which are the integrated (accumulated for the strategi-
cal planning period) volume of total emissions and the
integrated index of industrial production (estimated for
the whole population of agent-enterprises).

The following main technologies were applied to de-
velop the information system:

4 AnyLogic — a simulation system which allows you to
implement hybrid models based on both system dynam-
ics methods and agent-based modelling methods;

4 MS SQL Server — a data warehouse which is used
as a data base for statistical datasets (by agents), as well
as for saving (rewriting) and transferring the simulation
results;
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4 JSF (Java Server Faces) — the software platform for
web-applications built on Java program language; it is
used for the creation of the user interface which is inte-
grated with the simulations on the AnyLogic (they are
independent Java-modules), with the data base of the
system (through the JDBC), with the developed genetic
algorithm (EJB) and geographical maps (Google Maps)
to visualize the evolutionary dynamics of agents.

The aggregated architecture of the software system is
represented in Figure 1.

It should be noted that the system functionality con-
sists of such blocks as “What-If” experiments; optimi-
zation experiments, the visualization of scenarios char-
acteristics of the ecological-economics systems; the
visualization of the Pareto-front; the visualization and
analysis of local decisions which can be picked up on the
front; the visualization of the evolutionary dynamics of
agent-enterprises on the geographical map.

The respective information is represented on the web-
site of the system in more detail http.//smartersim.com/
ecmodel.

3. Results
of simulation modeling

The main result of the simulation modeling is the
Pareto-front that was formed with the help of the sug-
gested genetic algorithm for the bi-objective optimiza-

The Genetic

Algorithm
(EJB)

The model

anylogic*

A
JDBC

Database (MS SQL Server)

tion problem of the considered ecological-economics
system in the Republic of Armenia (Figure 2).

As shown in the Figure 2, the best decisions from
the government point of view are decisions on eco-
logical modernization (the matrix 5j(t) e {1, 0},
jell, 2, ..., J(n)}) characterized by an Integrated Volume
of Total Emissions which does not exceed 1.5 million
tons and an Integrated Index of Industrial Production
which is more than 100%, meaning positive manufac-
turing growth.

It should be noted that investigations of different sce-
narios for the development of the ecological-econom-
ics system of the Republic of Armenia have been com-
pleted. They include the scenario without modernization
(5j= 0 forall je({l, 2, ..., J(¥)}), the scenario of “fast”
modernization (5j= 1 for all j € {l, 2, ..., J(¥)}), and
the scenario of the “Pareto optimal modernization”
5j(t) € {1, 0} calculated with the help of the suggested
genetic algorithm.

As the result of the simulation, we obtained the
best scenario for the ecological-economics system:
the scenario of the “Pareto optimal modernization”,
whereby the Integrated Volume of Total Emissions
has been reduced by 25% compared with the initial
scenario (without modernization) while assuring pos-
itive growth of the industrial production (when the
Integrated Index of Industrial Production is more
than 100%).

s~ d
Gouglemaps
= - TR

Web interface

Framework
(EVER

Faces)

Fig. 1. The aggregated architecture of the software system
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Fig. 2. The Pareto-front for the bi-objective optimization problem of the ecological-economics system

Conclusion created is the developed agent-based simulation im-
plemented with the AnyLogic platform and integrated
with the suggested genetic algorithm, data warehouse,

and a geographical map like Google Map to visualize

Thus, we developed a new software system which is
intended for researching the impact of important pa-

rameters of government regulation on the main char-
acteristics of the ecological-economics system, and it
is being implemented in the Republic of Armenia. The
software system can be adapted for other countries and
regional ecological-economics systems if the datasets

the evolutionary dynamics of agent-enterprises. The
results obtained confirm the existence of optimal sce-
narios for ecological modernization that significantly
reduce the level of total emissions into the atmosphere
while safeguarding positive dynamics of industrial pro-

required are available. The feature of the system we | duction. m
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AHHOTALUA

CraThsl MOCBSILEHA CHUCTEME YIpaBJIeHUS JTUHAMHUKON BSKOJIOTMUYECKON MOAEpHU3ALMU TPEINpUSITUiA,
pa3paboOTaHHON C MCIIOJIb30BAHUEM METONOB MMHUTALIMOHHOIO MONEJIMPOBAHMS U peaM30BaHHON Ha IpuMepe
Pecniyoniuku Apmenust (PA). Cuctema npenHa3HayeHa il oOecriedeHusl MOMIep KK TTPUHSATUSI CTPATErMYeCKUX
peIlIeHUiA TT0 MOIEPHU3ALNU TIpennpusITuii PA ¢ menblo UX TpaHChOpMallMM M3 MCXOTHOTO HEIKOJOTUYECKOTO
COCTOSTHMSI B HAIIpaBJIEHUH SKOJOTHIECKH YUCTOTO (MaJTOOTXOMHOTO) ITPOM3BOICTBA.

Oco0EHHOCThIO Pa3pabOTaHHOTO MPOrPAMMHOIO KOMILIEKCA SIBJSIETCS, TIPEXIe BCEro, OpUrMHaIbHAsl areHTHast
MOJIENIb, OIMMCHIBAIOLIAS IWHAMUKY 3KOJOr0-9KOHOMUYECKOM CHCTEMBI, peaM30BaHHAas C KCIOIb30BaHUEM
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MOIEJINPOBAHUWNE COLMAJIBHBIX U DKOHOMUYECKHWUX CUCTEM

mwiardpopmel  AnyLogic. JlaHHas Momelb MHTErPUMpOBaHA C MHOTOMEPHBIM HMH(MOPMALMOHHBIM XPAHWIHUIIEM,
TeHETUYECKUM ONTUMU3ALMOHHBIM AITOPUTMOM (MOIMGULIMPOBAHHBIM IS 32024l OUKPUTEPUATBHON ONTUMU3ALIMKA
9KOJIOr0-3KOHOMUYECKOM CHCTEMBI), IMOACUCTEMON BU3yalM3allMKd PE3yJIbTaTOB MOmeIMpoBaHMs (rpacdUKu, KapTbl
Google Maps) 1 IpyruiMy ITPOrpaMMHBIMUA MOIYJISIMU, CITPOSKTUPOBAHHBIMU C UCITOJIb30BaHUEM TeXHOJIOTUi Java.

BriepBbie chopmynrpoBaHa U pellieHa OMKpUTepralibHasl ONTUMU3ALMOHHAS 3a1a4a 3KOJ0T0-3KOHOMUYECKOMN
cucTeMbl, (QYHKIIMOHAJIAMU KOTOPOW SIBJISTIOTCSI MUHUMU3UPYEMbIil MHTETPUPOBAHHBIN (HAKOTUIEHHBIN) OOBbEeM
COBOKYITHBIX BBIOPOCOB BPEIHBIX BEIIECTB B aTMOchepy 1 MaKCUMU3UPYEMbIil MHTETPUPOBAHHBIN (YCpEIHEHHBII)
WHAEKC (pu3ndeckoro oobeMa BhITycKa (MOMysSuy npeanpusatuii). [Ipu 3ToM 3HaYeHUs LIeNeBbIX (DYHKIIMOHATIOB
BBIUMCIISIIOTCS] C TOMOLIbIO pa3pabOoTaHHOW UMUTALIMOHHONM MOJIENI KaK Pe3yJbTaT NesITeIbHOCTY BCEi Momyisiuu
areHTOB-MPEANPUSTUI, C YI4ETOM UX BHYTpEHHero B3aumoneictBus. [Ins uccienoBaHus ObuiM oToOpaHbl 270
npennpusatuii PA, SIBISIONXCST OCHOBHBIMU CTAalIMOHAPHBIMU MCTOYHMKAMU BHIOPOCOB BpEMHBIX BelllecTB. B
MOJIeNT MeeTcs 00OOIIEHHBIN areHT-TIOTPeOUTeNh, a TAKXKe areHT-TOCYIapCTBO, PEeaTn3yoIUil IKOJIOTUIeCKOe
peryaupoBaHue yepe3 MeXaHU3Mbl ITpadoB, CyOCUINI U CTABOK TIIATEXel 32 BBHIOPOCHL. SapoM Momemu siBsieTcst
pa3paboTaHHBIN AJITOPUTM TMOBEAECHUSI KaXIOro areHTa-MpeanpusTusi, o0ecreurBaloNIMii MeXaHU3M IMepexonaa
areHTa U3 UCXONHOTO HEIKOJIOTMYECKOTo COCTOSIHUSI K APYTMM BO3MOXHBIM cOCTOsIHUSIM. [1pu 3TOM ympaBieHue
9BOJIIOLIMOHHOM JMHAMMKOW AareHTOB OCYILIECTBISIETCS C WCIOJb30BAHUEM MPEMIOXKEHHOTO T'€HETUYEeCKOTO
anroputMma. B pesynbrare paspaboTaHHas cucTeMa IMO3BOJISIET OCYILIECTBISATh MOUCK ONTUMalbHbIX Mo [lapero
pelIeHui st OUKPUTEPUATBHON ONITUMU3AIIMOHHON 3a1a41 pacCMaTPpUBAEMOU IKOJIOTO-IKOHOMUYECKOI CUCTEMBI
areHTHOTO TUIIA.

KimoueBbie ciioBa: areHTHOE MOJCIMPOBAHUEC, UMUTALIMOHHOC MOJICIMPOBAHNME, 3KOJIOI0O-9KOHOMUYECCKAA CUCTEMA,
TE€HETUYCCKHUE AJITOPUTMbI, MHOTOKpUTEPpHAJIbHAsA OIITUMU3ALIUA.

IMuruposanme: Akopov A.S., Beklaryan A.L., Saghatelyan A.K., Sahakyan L.V. Control system for ecological modernization
of enterprises (on the example of the Republic of Armenia) // Business Informatics. 2016. No. 2 (36). P. 71-78.
DOI: 10.17323/1998-0663.2016.2.71.78.
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MpencraBnsemas ons nybnvkaumm CTarbs JOMKHA ObiTb aKTyanbHOM,
obnagaTb HOBW3HOMW, OTPaXaTb NOCTAHOBKY 334auM (Npobnembl), onuca-
HWE OCHOBHLIX PE3yNbTATOB WCCNEA0BaHUS, BbIBOALI, @ Takke COOTBET-
CTBOBATb YKa3aHHbIM HUXe Npasuiam 0bOpMIEHMS.

TexCT JoxXeH ObiTb TLWATENBHO BbIYMTAH ABTOPOM, KOTOPbIA HECET OT-
BETCTBEHHOCTb 3a Hay4HO-TEOPETUYECKUIA YPOBEHb MYONMKYEMOro MaTe-
puana.

Marepuanbl NpeacTaBngeTcs B ANEKTPOHHOM BUAE N0 afpecy:
bijournal@hse.ru.

TEKCT CTATbMW npeacTasnsetcs B pefakuyio B 3EKTPOHHOM BUAE (B
dopmare MS Word, sepcus 2003 unm Bbiwe).

OBbEM. OpueHTMpoBOYHbLIA 06beM CTaTbi coctasnser 20-25 Thicsy
3HaKoB (c npobenamu).

LPUST, DOPMATUPOBAHUE, HYMEPALIUS CTPAHUL,

LUPUADT — Times New Roman, kernb Habopa — 12 nyHkTOB, nony-
TOPHBIA UHTEPBAT, GOPMATUPOBAHME MO LWMPUHE. Hymepauws CTpaHuL, —
BBEPXY MO LIEHTPY, NONSi: NIEBOe — 2,5 CM, BEPXHEE, HUXHEE W NPaBoe —
no 1,5 cm.

HA3BAHUE CTATbM npuBoanTcst Ha PyCCKOM M @HIIIACKOM $13bIKax.
HasBaHue cTatbit JOMKHO OblTb MHGOPMATUBHLIM U PacKpbIBaTh COAEp-
XaHue CTaTbm.

CBEAEHUS OB ABTOPAX npuB0oasTCs Ha PYCCKOM U @HMNIACKOM
13bIKax W BKIIOYAIOT CNEAYIOLLME SNEMEHTDI:

+ d)aMVIJ'IVIﬂ, M4, 0TY4ECTBO BCEX aBTOPOB MOJIHOCTbIO
4 [I0NXHOCTb, 3BaHWe, Y4eHas CTeneHb Kaxaoro aBTopa

4 M0/IHOE HA3BaHWE OpraHW3auMn — Mecta paboTbl KaXA0ro asTopa B
VIMEHUTENIbHOM Nafexe, MOJHbIA NOYTOBLIA afpec Kaxaon OpraHu3aummn
(BK/H04AS MOYTOBLINA MHAEKC)

4 a[pec 3NEeKTPOHHOI NMOYTLI KAXIO0r0 aBTopa.

AHHOTALIMA K CTATbE npencraBnsietcs Ha pycCkOM U aHIIMIACKOM
A3blKax.

+ 06bem — 200-300 cnos.

+ AHHOTaums ponxHa ObiTb MHOPMATUBHON (HE copepxaTb OBLIMX
CNoB).

4+ AHHOTaLMS I0NXHA OTpaXaTb OCHOBHOE COAEPXaHWE CTaTbu 1 ObiTh
CTPYKTYPUPOBAHHOM (C/eA0BATh JIOTUKE ONKUCAHMS PE3yNbTaToB B CTATbe).

+ CTpyKTypa aHHOTaUMW: NpeaMeT, Lenb, METOA UIM METOA0NO0rMIo
NpOBEAEHMS UCCEN0BaHNS, Pe3ybTaThl UCCNEN0BaHMIA, 06NACTb UX NpK-
MEHEHUS], BbIBOIbI.

<+ Metop, unm MeToLOM0rMI0 NPOBEAEHUS UCCIEN0BaHMIA Lienecoobpas-
HO OMKCBIBATL B TOM CAy4ae, €CAY OHW OTAMHAIOTCS HOBU3HOI U npes-
CTaBISIOT MHTEPEC C TOYKM 3PEHIS laHHOI paboThl. B aHHOTaumsX cTaTei,
OMMCLIBAIOLLMX IKCTIEPUMEHTANbHBIE PAOOTHI, YKa3bIBAIOT MCTOYHMKM aH-
HbIX 1 XapakTep nx 06paboTku.

+ PeaynbTarthl paboThbl ONUCHIBAIOT NPEAESbHO TOYHO U MHGOPMATUBHO.
MpUBOASTCS OCHOBHbIE TEOPETUYECKME W IKCTIEPUMEHTAIbHBIE PE3yIibTa-
Thl, akTUyECKMe LaHHble, 0BHApYXeHHLIE B3AUMOCBSA3M W 3aKOHOMEp-
HOCTU. Mpy 3TOM OTHAETCS MPEANOYTEHWE HOBLIM PE3yNbTataM M JaH-

HbIM [IONIFOCPOYHOIO 3HAYEHMS, BAXHBIM OTKPBITUAM, BLIBOLAM, KOTOPLIE
OMPOBEPraloT CYLECTBYIOLE TEOPUM, A TAKXE MHPOPMALIK, KOTOpas, M0
MHEHMIO aBTOpPA, UMEET NPaKTMYECKOe 3HaYeHue.

+ BbiBOabI MOryT COMNpPOBOXAATbCA pPeKoOMeHAauMsaMU, OLEHKaMW,
npeaoXxeHnamu, runotesamn, OnMcaHHbIMKN B CTaTbe.

+ CBeneHus, coaepxalumecs B Ha3BaHUM CTaTbu, HE LOMKHbI MOBTO-
pATLCS B TeKCTe aHHoTauuu. Cneayet u3beratb IMLWHKUX BBOAHBIX dpa3
(Hanpumep, «aBTOP CTaTbil PACCMATPUBAET...»).

+ VcTopurdeckue CripaBKkm, ECIY OHU HE COCTABNISIOT OCHOBHOE COLIEp-
XaHue [OKYMEHTa, OnucaHue paHee onybaukoBaHHbIX paboT 1 0bLLen3-
BECTHbIE MOSIOXEHUS, B AHHOTALMM HE MPUBOASTCS.

+ B TekcTe aHHOTaumM cneayet ynoTpebnisiTb CUHTAKCUYECKME KOH-
CTPYKLM, CBOWCTBEHHbIE I3bIKY HAYYHbIX W TEXHUYECKUX [IOKYMEHTOR,
136erarb COXHbIX FPAMMaTUYECKUX KOHCTPYKLIMIA.

4+ B texcTe aHHOTaLMK CneayeT NPUMEHSTb 3HAYUMBIE COBA W3 TEKCTa
CTaTbu.

KJTHOYEBDBIE CJIOBA npuB0asTCS HA PYCCKOM U @HITIMIACKOM $13bIKaX.
KonnyecTso KktoueBbIx Cnos (CnoBocoyeTaHuin) — 6-10. Kniouesble cnosa
UM CNOBOCOYETAHMS OTAENSIOTCS APYr OT Apyra TOYKOW C 3anToid.

GOPMVYJIbI. Mpu Habope dopmyn, Kak BLIKTIOYHBIX, Tak U CTPOYHBIX,
J0mxeH ObITb MCNONL30BaH peaakTop dpopmyn MS Equation. B dopmynb-
HbIX M CUMBONIMYECKMX 3aMUCSX rPEYeckme (PYCCKME) CMMBOMbI, @ Takke
maremaTnyeckme GyHKLUMM 3anmncbiBaloTC NPsSMbIMU WpKUdTamu, a nepe-
MEHHbIE apryMeHTbl GYHKLMIA B BULIE @HINMIACKUX (NaTMHCKMX) BYKB — Ha-
K/OHHBIM KYPCUBOM (MPUMEP «COS a», «Sin b», «min», «max»). Hymepauus
dopmyn — CkBO3Hast (MO XEeNnaHuo aBTOPOB AOMYCKAETCS [IBOMHAA HyMe-
pauws GopMyn C ykasaHueM CTPYKTYPHOrO HOMepa pasfena Cratbi u,
yepes TouKy, HomMepa GOpMyNbl B Pasdene).

PUCYHKM (rpadwmku, amarpammbl 1 T.n.) MOTYT ObiTb 0OpPMIEHBI
cpeacreamu MS Word unn MS Excel. Cebinku Ha pucyHKM B TekcTe 00513a-
TesbHbl M JOMXHbI NPELIECTBOBATL NO3NLMU PA3MELLEHUs PUCYHKA. [10-
MyCKaeTCs UCMOsb30BaHME rpadmyeckoro BEKTOPHOrO daiina B gpopmare
wmf/emf unm cdr v.10. QoTorpadmuyeckne Matepuansi NpesoCTaBnsIoTCS
B ¢opmare TIF unm JPEG, ¢ pa3pelueHnem usobpaxenus He MeHee 300
TOYEK Ha JtoiiM. Hymepaums pUcyHKOB — CKBO3HaS.

TABJINLbI odopmnsiotcs cpeacteamm MS Word nnu MS Excel. Hy-
Mepauys TabnunL, — CKBO3Has.

CNUCOK NIUTEPATYPbI cocTaBnsieTcs B COOTBETCTBUN C TpeboBa-
Husmm FOCT 7.0.5-2008. Bubnuorpadmyeckas cebinka (npumeps 0bopM-
NeHWs pa3MelLLeHbl Ha caiite xypHana http://bi.hse.ru/). Hymepauus 6u-
6nmorpacdmyeckux UCTOYHUKOB — B MOPSAKE LMTUpOBaHWs. CCbinku Ha
MHOCTPaHHYIO UTEPATYpy — Ha i3blke OpUrMHana 6e3 CoKpaLLeHuiA.

CNMUCOK JNIUTEPATYPbl 019 AHI0S3bIMHOIO BJIOKA
odopmnsieTcs B cootBeTcTBUM C TpebosaHuamu SCOPUS (npumepsi
opopmIeHns pa3melleHbl Ha caiite xypHana http://bi.hse.ru/). Lna
TPaHCAMTEPALMN PYCCKOSI3bIYHBIX HAMMEHOBAHMWI MOXHO BOCMO/b30BATb-
cs cepaucom http://translit.ru/.

[ns pa3melLieHns NONHOTEKCTOBbLIX BEPCUIA CTaTel Ha CaiiTe XypHana
C aBTOpaMM 3aK/TH0HAETCS INLIEH3WNOHHBIN J0roBOp O Nepeaye aBTOPCKUX
npas.

Mnara ¢ aBTOpOB 32 Ny6NMKaLMIO PYKONUCElA HE B3MMAETCS.
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